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Abstract—As technology scales, interconnects have become
a major performance bottleneck and a major source of power
consumption for sub-micro integrated circuit (IC) chips. One
promising option to mitigate the interconnect challenges is 3-D
ICs, in which a stack of multiple device layers are put together on
the same chip. In this paper, we explore the architectural design
of cache memories using 3-D circuits. We present a delay and
energy model 3-D cache delay-energy estimation tool (3D-Cacti)
to explore different 3-D design options of partitioning a cache. The
tool allows partitioning of a cache across different device layers
at various levels of granularity. The tool has been validated by
comparing its results with those obtained from circuit simulation
of custom 3-D layouts. We also explore the effects of various cache
partitioning parameters and 3-D technology parameters on delay
and energy to demonstrate the utility of the tool.

Index Terms—3-D integrated circuits (ICs), cache design, delay/
energy simulator.

I. INTRODUCTION

I NTERCONNECTS have become a major performance bot-
tleneck and a major source of power consumption for deep

sub-micro integrated circuit (IC) chips. Consequently, intercon-
nect centric design methods and technology improvements are
critical to the chip industry. While there have been significant
interconnect technology improvements over the last few years,
such as the use of copper and low-K dielectric, the industry is
striving for additional improvements. Various technologies have
been actively explored to address the interconnect problem, such
as the use of packet-based on-chip communication networks [3],
the use of angular wires instead of Manhattan routing, and the
design of 3-D chips [9].

A 3-D chip is a stack of multiple device layers with direct ver-
tical interconnects tunneling through them. Fig. 1 shows a con-
ceptual two-layer 3-D IC [11] (more details will be explained
later). The direct vertical interconnects are called inter-wafer
vias, or through silicon vias (TSV). Compared to a traditional
2-D chip design, one of the most important benefits of a 3-D
chip over a traditional 2-D design is the reduction on global in-
terconnects. Joyner et al. [14] have shown that 3-D architectures
reduce wiring length by a factor of the square root of the number
of layers used. For example, the wiring length for a four-layer
3-D IC would be, on average, 50% of the wiring length for a 2-D
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Fig. 1. Conceptual example of the implementation of 3-D IC using through
via: two device layers are stacked together, using either F2F wafer bonding or
F2B wafer bonding, with direct vertical interconnects tunnelling through them
[11].

IC chip, as illustrated in Fig. 2. The reduction of wire length due
to 3-D integration can bring the following two obvious benefits.

• Performance Improvement. Higher performance can
be achieved due to reduced average interconnect length
and the critical path length. For example, Intel [20] has
demonstrated that by targeting the heavily pipelined wires,
the pipeline modifications resulted in approximately 15%
improved performance, when the Intel Pentium-4 pro-
cessor was folded onto two-layer 3-D implementation.
Vaidyanathan et al. [38] also shown that the 3-D arithmetic
unit design can achieve around 10%–30% delay reduction
due to the wire length reduction.

• Power Reduction. Interconnect power consumption be-
comes a large portion of the total power consumption as
technology scales [24]. The reduction of the wire length
translates into the power saving in 3-D IC design. For
example, in the 3-D Intel Pentium-4 implementation [20],
the wire reduction in the clock grid resulted in a 15%
power reduction.

In addition to the performance and power benefits, other ben-
efits of 3-D ICs include: 1) higher packing density and smaller
footprint due to the addition of a third dimension to the conven-
tional 2-D layout and 2) support for realization of mixed-tech-
nology chips.

Prior efforts have focused on developing different fabrica-
tion techniques involved in stacking multiple device layers and
in forming the interconnects between layers. There are various
3-D technologies that have been explored in the past, including
wire bonded, microbump, contactless (capacitive or inductive),
and through via vertical interconnect. A comprehensive compar-
ison of all these approaches have been described by Davis et al.
[10]. Among these different approaches, through-via intercon-
nect has the potential to offer the greatest vertical interconnect
density and is the most promising one. In this paper, we consider
two different styles of 3-D through via vertical interconnect
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Fig. 2. Wire length reduction in 3-D IC: global interconnect scales in length as
the square root of the number of stacked layers [14].

schemes: the top-down approach similar to wafer-bonding tech-
nology [9] and the bottom-up approach similar to multi-layer
buried structures (MLBS) technology [15] described as follows.

• Bottom-Up Approach. This approach involves sequential
device process. An example of this approach is MLBS
technology [15]. The front-end processing (to build the
device layer) is repeated on a single wafer to build mul-
tiple active device layers before the back-end processing
(to build the interconnects among devices).

• Top-Down Approach. In this approach, each active device
layers are processed separately, using conventional fabri-
cation techniques. Then multiple device layers are assem-
bled to build up 3-D IC. A typical example of this ap-
proach is wafer bonding [9]. After each wafer is processed
individually, wafers can be bonded face-to-face (F2F) or
face-to-back (F2B) (see Fig. 1). The through wafer via in
F2F wafer-bonding does not go through thick buried sil-
icon layer and can be fabricated with smaller via sizes.
However, for 3-D ICs with more than two active layers,
F2B wafer-bonding technology is necessary. Compared to
the bottom-up approach (such as MLBS), the top-down ap-
proach (such as wafer-bonding) integration requires min-
imal change on the manufacture process steps, and there-
fore is more promising to become the main stream 3-D in-
tegration technology.

One of the key technology parameters in 3-D integration is the
size of the vertical 3-D via (through silicon via or TSV), which
provides connections between different active device layers and
can have great influence on the following architecture parti-
tioning strategies.

• In wafer-bonding, the dimensions of the 3-D via are not
expected to scale at the same rate as feature size, because
wafer-to-wafer alignment tolerances during bonding pose
limitations on the scaling of the vias [4]. Current dimen-
sions of 3-D via sizes vary from 1 m by 1 m to 10 m
by 10 m [9], depending on the technology and manufac-
turing process used. Very recently, IBM has managed to re-
duce the pitch to a state-of-the-art 0.2 0.2 m using sil-
icon-on-insulator (SOI) technology [40]. However, despite
the decreasing via sizes, the via density does not scale ag-
gressively due to wafer alignment and reliability concerns

[4]. This via density limitation can hinder partitioning a de-
sign at very fine granularity across multiple device layers.

• The MLBS provides more flexibility in vertical 3-D con-
nection because the vertical 3-D via can potentially scale
down with feature size due to the use of local poly-Si wires
for connection [9]. However, wafer-bonding requires fewer
changes in the manufacturing process and is more popular
in industry [18], [22] than MLBS technology.

Even though 3-D manufacture technology is becoming fea-
sible, 3-D integration technology will not be commercially vi-
able without the support of EDA tools and methodologies that
allow architects and circuit designers to develop new architec-
tures or circuits using this technology. To efficiently exploit the
benefits of 3-D technologies, design tools, and methodologies
to support 3-D designs are imperative. EDA design tools that
are essential for 3-D IC design adoptions can be divided into
two different categories; early design analysis tools and physical
design tools. In this paper, we describe 3-D cache delay-energy
estimation tool (3D-Cacti), which explores the architectural de-
sign space of cache memories using 3-D structures at the early
design stage.

The regular structure and long wires in a cache make it one of
the best candidates for 3-D designs. For example, Black et al.
[45] have shown the benefit of 3-D cache design for Intel mi-
croprocessor, and Puttaswamy et al. [20] also demonstrated the
3-D cache design benefits in general. However, their 3-D cache
designs are mainly custom design, and heavily depend on the
designer’s experience or may not be optimized for a particular
design goal (such as performance or energy). To justify 3-D cost
overhead, it is essential to study the benefits of 3-D integration
at the early design cycle. The early analysis tools should facil-
itate the designers to study the tradeoffs among the number of
layers, performance, energy, and power density.

In this paper, we investigate the architectural design of cache
memories using 3-D integrated technology. Since interconnects
dominate the delay of cache accesses, which determines the crit-
ical path of a microprocessor, the exploration of benefits from
advanced technologies is particularly important. A tool1 to pre-
dict the delay and energy of a cache is crucial as the timing
profile and the optimized configurations of a cache design de-
pend on the number of active device level available as well
as the way the cache is partitioned into different active device
layers. This paper examines possible partitioning approaches for
caches designed using 3-D structures and presents a delay and
energy model called 3D-Cacti to explore different options of
partitioning a cache across different device layers.

The paper is organized as follows. Section II presents prior
related work. Section III discusses possible 3-D partitioning
approaches for a cache. Section IV presents a 3-D cache
delay-energy estimator called 3D-Cacti, and the results of
exploring the design space for 3-D cache are presented in
Section V. Section VI concludes this paper.

II. RELATED WORK

The prior work related to this paper can be divided into three
main groups: system-level analysis of 3-D IC, 3-D physical de-

1[Online]. Available: http://www.cse.psu.edu/~yuanxie/3d.html
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sign tools, and architectural-level exploration. In the following
paragraphs, we give a brief overview of these related works.

• System-Level Analysis of 3-D ICs
Early work on 3-D integrated circuits has been in the
system-level modeling and analysis. To predict the reduc-
tion on wire-length and the improved performance in 3-D
ICs, numerical models have been developed for various
forms of 3-D integration technology [2], [14], [34]. Since
interconnect power consumption is becoming an important
portion of the total power consumption, the opportunities
for reducing power dissipation using 3-D integration were
also investigated [13]. The impact of the through via
density on the performance was investigated [25]. The
energy, thermal, and performance of 3-D designs under a
given timing constraint were also studied [8]. Analysis of
applying 3-D technology on FPGA design were conducted
[17], [32]. These works have conducted a comprehensive
system-level analysis of the benefits using 3-D integration,
including the reduction of the wiring length, improved
performance, and reduced power consumption. However,
it also shows that the increased power density (due to
stacking) can cause higher temperature [30], [33], which
is often considered a major hindrance for the adoption of
3-D integration.

• Physical Design Tools for 3-D ICs
To efficiently exploit the benefits of 3-D technologies, de-
sign techniques and methodologies to support 3-D designs
are imperative. 3-D IC design is fundamentally related to
the topological arrangement of logic blocks. Therefore,
physical design tools for 3-D circuits are important for the
adoption of 3-D technology. New placement and routing
tools are necessary to optimize 3-D circuits to take full ad-
vantages of the additional floorplanning/placement/routing
dimension. As shown by system-level analysis [30], [33],
a major concern in the adoption of 3-D technology is the
increased on-chip temperature. Therefore, physical design
tools for 3-D circuits have to be thermal aware. Recent
efforts have focused on developing tools for supporting
custom 3-D layouts and placement tools [9]. In [11], the
technology and testing issues were surveyed and a phys-
ical design framework for 3-D ICs was presented. Thermal-
driven floorplanning/placement/routing algorithms for 3-D
ICs have been proposed by various groups [1], [7], [44].
To help mitigate thermal issues, thermal vias (the vertical
inter-wafer vias which are only for heat conducting pur-
pose and do not carry electrical signals) can be inserted
during floorplanning and placement steps [39], [43]. An-
other design metric, reliability, was also considered during
3-D physical design steps [23], [35].

• Architectural Design Exploration and Evaluation
In mircoarchitecture level, a number of approaches have
been proposed to explore the design space in 3-D micro-
processors [5], [22], [27]. Black et al. [5] provided an
overview of the potential benefits of designing an Intel
IA32 processor in 3-D technology, even though the design
details for each component were not disclosed. Loh et al.
[27]–[29] investigated the 3-D implementation of impor-
tant components in microprocessors, such as instruction

schedulers, register files, and arithmetic units. Specific to
3-D memory design, a 3-D shared memory is fabricated. In
this shared memory system design, six memory modules
are distributed into three device layers and high data band-
width is achieved by connecting broadcast bus in both hor-
izontal and vertical directions (3-D vertical interconnects).
As for cache design, Loh et al. [26] have shown a custom
3-D implementation of caches using F2F stacking. How-
ever, it did not fully explore all design options and thus the
design itself may not be the optimal one.

Regular structure and long wires in a cache make it one of the
best candidates for 3-D design. Also, as reported by Loh et al.
[26], implementing only the caches in 3-D, without accounting
for possible benefits from implementing other components of
the processor in 3-D, can already result in a 12% instruction
per cycle (IPC) gain for an Alpha-like microprocessor. To jus-
tify 3-D cost overhead, it is essential to study the benefits of
3-D cache design in the early design cycle. A tool to predict the
delay and energy of a cache is crucial to explore the tradeoffs be-
tween different design goals (such as performance and energy)
among many possible cache configurations. This paper exam-
ines possible partitioning approaches for caches designed using
3-D structures and presents a delay and energy model called
3D-Cacti [37] to explore different options of partitioning a cache
across different device layers. A closely related work is another
tool called PRACTICS developed by Zeng et al. [41]. However,
their 3-D cache prediction tool did not consider leakage energy
and thermal issues, which are important in 3-D cache design for
technology nodes below 100 nm.

III. 3-D CACHE PARTITIONING STRATEGIES

In this section, we first give a brief illustration of the cache
structure, and then describe different approaches to partition a
cache into multiple device layers. A combination of different
partitioning at various granularity discussed in this section is
also possible.

A. Cache Structure

The structure of a cache contains a tag array and a data array.
A portion of the address bits are used to index the corresponding
set in the tag and data array. Fig. 3 shows the data array of
a 32 kB cache (only data array is shown). Next, the tags and
data of the different blocks belonging to a set are read. The tags
read from all the blocks are compared against the tag portion
of the incoming address. The indication of a match from the
comparator output is used to enable the output driver of the cor-
responding block’s data from the data array.

Neither the tag nor the data arrays are monolithic structures;
the wordlines and bitlines of the memory array are divided into

and parts resulting in sub-arrays
(blk0–blk7 in Fig. 3). This partitioning is effective in reducing
the access times and power consumption. Since the dimensions
of the tag and data arrays are different, they are typically par-
titioned differently. In a 3-D structure, we can extend this par-
titioning approach to divide bitlines and wordlines across dif-
ferent device layers. We will refer to this methodology as sub-
array level partitioning in the following sections.
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Fig. 3. Example layout of a 2D cache: each Blki is a sub-array with 128 word-
lines and 256 bitlines. Note only data array is shown.

In addition to influencing the design of individual sub-arrays,
the use of 3-D structures can also help to reduce the delays due
to global interconnects in the cache. One of the global intercon-
nects are the incoming address inputs to the cache that are sent to
a predecoder, which is placed in the center of the sub-arrays. The
predecoded address signals then traverse in an H-tree format to
the local decoders of the sub-arrays. The local decoders in turn
drive the corresponding word line drivers. Other global signals
include the select signals for driving the output buffers of the
data array, the wires from output driver to the edge of the array,
and the select lines for write and multiplexer control. All these
global signals should benefit from a smaller footprint through
the use of 3-D technology. Global clock wiring will also benefit
from 3-D cache design as it travels shorter distance, even though
in our evaluation we do not account for the benefit of the clock
network.

B. SRAM Cell Level Partitioning

The finest granularity of partitioning a cache is at the SRAM
cell level. At this level of partitioning, any of the six transistors
of an SRAM cell can be assigned to any layers. For example, the
pull-up pMOS transistors can be in one device layer, while the
access transistors and the pull-down nMOS transistors can be in
another layer. The benefits of cell level partitioning include the
reduction of footprints for the cache arrays and, consequently,
the routing distance of global signals discussed. The number
and complexity of the peripheral circuits remain the same as a
conventional 2-D cache designs.

However, the feasibility of partitioning at this level is con-
strained by the 3-D via size and via density as compared to the
SRAM cell size. Assuming a limitation that the size of 3-D vias
cannot be scaled less than 1 m by 1 m, a 3-D via has a compa-
rable size to that of a 2-D 6T SRAM cell in 180-nm technology
and is much larger than a single cell in 70-nm technology. Note
that for the 70-nm technology, the size difference remains even
when using a “wide cell” topology for the SRAM cell in deep
submicrometer design to alleviate process difficulties of small
feature sizes [42]. Consequently, when the 3-D via size does
not scale with feature size as currently in wafer-bonding, parti-
tioning at the cell level is difficult in future technology nodes.
In contrast, partitioning at SRAM cell level will continue to be
feasible in technologies such as MLBS, because no limitations
are imposed on via scaling with feature size. Availability of

Fig. 4. 3-DWL approach: each sub-array is partitioned across wordline and
mapped into two active device layers.

such technologies makes it possible to partition the cache at the
granularity of individual cache cells [16]. However, it should be
noted that even if the size of a 3-D via can be scaled to as small
as a nominal contact in a given technology, the total SRAM cell
area reduction (as compared to a 2-D cache design) due to the
use of additional layers is limited, because metal routing and
contacts occupy a significant portion of the 2-D SRAM cell area
[42]. Consequently, partitioning at higher levels need to be ex-
plored. Furthermore, wafer-bonding requires fewer changes in
the manufacturing process and is more popular in industry [18],
[22] than MLBS technology. Therefore, our 3-D cache design
space exploration is mainly focused on coarse level partitioning
using wafer-bonding technology.

C. Sub-Array Level Partitioning

At this level of partitioning, individual sub-arrays in the 2-D
cache are partitioned across multiple device layers. The parti-
tioning at this granularity reduces the footprint of cache array
and routing length of global signals. However, it also changes
the complexity of the peripheral circuits. In our research, we
consider two options of partitioning sub-arrays into multiple
layers: 3-D divided wordline (3-DWL) approach and 3-D di-
vided bit line approach (3-DBL).

3-DWL: In this partitioning strategy, wordlines in a sub-array
are divided and mapped onto different active device layers (see
Fig. 4). The corresponding local wordline decoder of the orig-
inal wordline in 2-D sub-array is placed on one layer and is used
to feed the wordline drivers on different layers through the 3-D
vias. Instead of a single wordline driver as in the 2-D case, we
have multiple word line drivers in the new design for each layer.
The duplication overhead is offset by the resized drivers for a
smaller capacitive load on the partitioned word line. Further, the
delay time of pulling a wordline decreases as the number of pass
transistors connected to a wordline driver is smaller. The delay
calculation of the 3-DWL also accounts for the 3-D via area uti-
lization. The area overhead due to 3-D vias is small compared
to the number of cells on a wordline.

Another benefit from 3-DWL is that the distance of the ad-
dress line from periphery of the core to the wordline decoder
decreases as the number of device layers increases. Similarly,
the routing distance from the output of predecoder to the local
decoder is reduced. The length of select lines for the writes and
MUXes, as well as the wires from the output drivers to the pe-
riphery is also reduced.
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Fig. 5. 3-DBL approach: each sub-array is partitioned across wordline and
mapped into two active device layers.

3-DBL: This approach is akin to the 3-DWL approach and
applies partitioning to the bitlines of a sub-array (see Fig. 5).
The bitline length in the sub-array as well as the number of pass
transistors connected to a single bitline is reduced, which can fa-
cilitate faster switch of the bitline. In the 3-DBL approach, the
sense amplifiers can either be duplicated across different device
layers or shared between the partitioned sub-arrays in the dif-
ferent layers. The former approach is more suitable for reducing
access times while the latter is preferred for reducing number of
transistors and leakage. In the latter approach, the sharing in-
creases complexity of multiplexing of bitlines and reduces per-
formance as compared to the former. Note that sharing the sense
amplifier among multiple layers will increase the number of 3-D
vias, because each bitline has to use one 3-D via to share the
sense amplifier. This can potentially cause the via congestion
problem, and may not be feasible for some 3-D integrations with
much larger 3-D via (such as 10 m by 10 m), even though it
is possible for much smaller 3-D via (such as IBM’s 0.2 m by
0.2 m technology [4] or MLBS 3-D integration). On the other
hand, when sense amplifiers are duplicated for each die in the
stack, the via congestion problem can be avoided, at the expense
of more transistors and extra leakages. Similar to 3-DWL, the
length of the global lines are reduced in this scheme.

IV. 3D-CACTI

In order to explore the 3-D cache design space, we develop
3D-Cacti. Our tool is built on top of the Cacti 3.0 2-D cache tool
(cache access and cycle time) [36]. In addition to the 3-D en-
hancements, we improve the models used for technology scaling
and leakage power in the base 2-D case. 3D-Cacti searches for
the optimized configuration that provides the best delay, power,
and area efficiency tradeoff according to the cost function for a
given number of different 3-D partitions. The cost function for
each cache configuration is defined as [36]

(1)

TABLE I
DESIGN PARAMETERS FOR 3D-CACTI

where , , , and are the weight of energy, delay,
area efficiency, and array aspect ratio, respectively.

A. Implementation of 3D-Cacti

In this section, we only emphasize the portions of 3D-Cacti
that are different from the original Cacti 3.0. We have grouped
these changes into delay models, layout parameters, and tech-
nology parameters.

Delay Models: To model the resistance and capacitance of
the 3-D vias, we add the resistance–capacitance (RC) delay to
implement the intra-array partitioning. The resistance of 3-D via
is estimated to be 10 cm based on actual resistance mea-
surement [6], and the capacitance is estimated as the capacitance
of a 1 m by 1 m contact using top metal layer and the height
of the interlayer via is assumed to be 10 m. With technology
scaling, repeater insertion for long wires is necessary. We also
enhance the wire delay model by implementing repeater inser-
tion for long interconnects [31].

Layout Parameters: Several configuration parameters are
used in the original Cacti to divide a cache into sub-arrays
to achieve delay, energy, and area efficiency tradeoffs. In our
implementation, two additional parameters, and , are
added to model the sub-array level 3-D partitions.

The additional effects of varying each parameter other than
the impact on length of global routing signals are listed in
Table I. Note that the tag array is optimized independently of
the data array and the configuration parameters for tag array
( , , and ) are not shown in this table. Fig. 6
shows an example of how these configuration parameters are
used in 3D-Cacti affect the cache structure. The cell level
partitioning approach is implicitly simulated using a different
cell width and height within Cacti.

Technology Parameters: The scaling of the delay in transis-
tors is different from that in wires. The original Cacti is built
based on the technology parameters of 0.8 m technology. To
estimate the delay and energy for smaller technologies, instead
of applying the linear scaling on the final delay and energy num-
bers as in Cacti, we apply more accurate scaling rules derived
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Fig. 6. Example showing how each configuration parameter affects a cache structure. Each box is a sub-array associated with an independent decoder.

from [12] on each individual technology parameter. We also as-
sume the use of copper interconnect for technologies smaller
than 0.18 m and account for the fact that aspect ratio of 6T
SRAM is getting smaller as technology scales. We also adopt
the “wide-bit” cell design for technologies smaller than 70 nm
according to the SRAM design fabricated in 65 nm [42]. We
augment leakage models in the cache to account for leakage en-
ergy [21]. Different from [21], we use the transistor sizes scaled
from original Cacti and insert repeaters where there are long
wires or large loadings. The sizes of all transistors and repeaters
are coupled with the configuration information to account for
the transistor counts to estimate total leakage power.

B. Temperature Estimation

One of the major concerns for the adoption of 3-D technology
is the increased power density due to stacking. Higher power
density causes temperature increases, which can affect the per-
formance and leakage power. In order to facilitate accurate esti-
mation of performance and energy, a compact thermal model is
needed to provide the temperature profile. Numerical computing
methods [such as finite difference method (FDM)] are very ac-
curate but computationally intensive. Skadron et al. proposed
a thermal model called Hotspot,2 which is based on lumped
thermal resistances and thermal capacitances. It is more efficient
than the prior low-level approaches since the variances at tem-
perature are tracked at a granularity of functional block level.
We perform temperature estimates using a 3-D IC thermal anal-
ysis tool called HS3-D [19]. The thermal analysis tool is first fed
with the power and area information assuming operating at room
temperature and the estimated temperature is then feedback to
3D-Cacti to account for the thermal difference due to stacking.
This temperature-leakage inter-dependence is accounted for in
3D-Cacti. The increasing temperature due to the stacking [8] is
factored into the leakage estimates.

C. Validation of 3D-Cacti

In order to validate 3D-Cacti, we implement the layouts of
a 32 kB two-way set associative cache with 16 byte blocks in
TSMC 0.18- m technology with a publicly available design and

2[Online]. Available: http://www.lava.cs.virginia.edu/HotSpot/

TABLE II
REDUCTIONS IN DELAY AND ENERGY ESTIMATION FROM

3D-CACTI AND HSPICE SIMULATION RESULTS OF TWO-
LAYER LAYOUT AS COMPARED TO A 2-D CACHE

layout extraction tool called 3-DMagic [8], [9], for three dif-
ferent cases. These three cases include a 2-D layout, two-layer
3-D layouts employing 3-DWL (i.e., ), and
two-layer 3-D layouts employing 3-DBL (i.e.,

). For the 3-D design, the layout for each layer is designed
separately and the 3-D vias is modeled as special contacts. The
RC characteristics of 3-D vias were modeled based on parame-
ters described in Section IV-A.

The 3D-Cacti estimates of delay and power are compared
against HSPICE simulation results from the layouts. The sav-
ings in delay and power of 3-DWL and 3-DBL as compared to
the 2-D design estimated by 3D-Cacti and HSPICE are shown
in Table II. We observe that the relative delay and power trends
for these designs predicted by our model and the actual de-
signs are similar. We validate the relative trends instead of abso-
lute numbers as the underlying technology parameters used by
TSMC 0.18- m process by HSPICE and the scaled technology
numbers used in 3D-Cacti for 0.18 m are different. The nor-
malized delay of each individual component of the cache for
3-DWL and 3-DBL is shown in Figs. 7 and 8, respectively. This
demonstrates that each individual component delay modeled by
3D-Cacti also matches with HSPICE simulation results.

V. DESIGN EXPLORATION USING 3D-CACTI

In this section, we explore various 3-D partitioning options
of caches using 3D-Cacti to understand the impact on delay
and power. Furthermore, we investigate the influence of system
requirements, numbers of active device layers, and technology
scaling on the 3-D cache performance. Note that the data pre-
sented in this section is for 70-nm technology, unless otherwise
stated.
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Fig. 7. Component-wise comparisons of the delay estimation from 3D-Cacti
and HSPICE simulation results of two-layer layout for 3-DWL. Cache size is
32 kB.

Fig. 8. Component-wise comparisons of the delay estimation from 3D-Cacti
and HSPICE simulation results of two-layer layout for 3-DBL. Cache size is
32 kB.

A. Impact of 3-D Partitioning on Cache Performance and
Energy

First, we set the weights in the cost function (1) to be
, so that the perfor-

mance is the major design goal. We explore the design space to
find the best configurations for various degrees of 3-DWL and
3-DBL in terms of delay. Figs. 9 and 12 show the access delay
and energy consumption per access for four-way set associative
caches of various sizes and different 3-D partitioning settings.
Recollect that in the configuration refers to the de-
gree of 3-DWL (3-DBL) partitioning. First, we observe that the
delay is reduced as the number of layers increases. To have a
better understanding of the reason for the delay and energy im-
provements, we study the access time and energy breakdown for
each individual component, which are shown in Figs. 10 and 13,
we observe that the reduction in global wiring length of the de-
coder is the main reason of benefits from 3-D design. We also
observe that for the two-layer case, the partitioning of a single
cell using MLBS provides delay reduction benefits similar to
the best sub-array level partitioning technique as compared to
the 2-D design. Note that in Fig. 13, the energy consumption by
sense amplifiers dominates, due to the power-inefficient design
modeled by the original Cacti tool. If a power-conscious sense
amplifier design is used, the 3-D benefit can potentially be much

Fig. 9. Access time for different partitioning when setting the weight of delay
W higher. Data of caches of associativity = 4 are shown.

Fig. 10. Access time breakdown of a 1 MB cache corresponding to the results
shown in Fig. 9.

better, since the interconnect power would be a larger fraction
of the total power consumption.

Another general trend observed for all cache sizes indicates
that partitioning more aggressively using 3-DWL (i.e., having
a larger value) provides caches with smaller delay. For ex-
ample, in the four-layer case, the configuration 4 1 (which
means and ) has a delay that is 16.3% faster
than that of the 1 4 configuration for a 1-MB cache. We
observed that the benefits from more aggressive 3-DWL stem
from the fact that, in the original 1-MB 2-D cache design, the
global wires in the direction has much longer length com-
pared to the global wires in the direction [see Fig. 11(a)]. The
reason that the optimal 1-MB 2-D cache has a “wide” shape is
that shorter bitlines are favorable for delay minimization in the
original Cacti tool, resulting wider sub-arrays with difference in
wire lengths along and directions. Consequently, when we
apply 3-DWL to partition each sub-array by cutting wordlines,
we can achieve significant reduction in critical global wiring
lengths. Note that because 3D-Cacti is exploring partitioning
across the dimensions simultaneously, some configurations can
result in 2-D configurations that have wirelength longer in the
directions [See Fig. 11(c)] as in the 1-MB cache 1 2 config-
uration for two layers. The 3-DBL helps in reducing the global
wire length delays by reducing the direction length. How-
ever, it is still not as effective as the corresponding 2 1 con-
figuration as both the bitline delays in the sub-array and the
routing delays are longer (see Fig. 10). These trends are dif-
ficult to analyze without the help of a tool to partition across



TSAI et al.: DESIGN SPACE EXPLORATION FOR 3-D CACHE 451

Fig. 11. Critical paths in 3-DWL and 3-DBL for a 1-MB cache. Dashed lines
represent the routing of address bits from predecoder to local decoder while the
solid arrow lines are the routing paths from the address inputs to predecoders.

multiple dimensions simultaneously. The energy estimation for
the corresponding best delay configurations tracks the delay be-
havior in many cases. For example, the 1-MB cache energy be-
havior increases when moving from a 8 1 configuration to
a 1 8 configuration. In these cases, the capacitive loading,
which affects delays, also affects the energy trends. However,
in some cases, the energy reduces significantly when changing
configurations and does not track performance behavior. For ex-
ample, for the 512-kB cache using eight-layers, the energy re-
duces when moving from 2 4 to 1 8 configuration. This
stems from the difference in the number of sense amplifiers ac-
tivated in these configurations due to the different number of bit-
lines in the each subarray for the different configurations, and
the presence of the column decoders after the sense amplifiers.
Specifically, the optimal for the 512-kB
case is (32,1,16) for the case in which , and
(32,1,8) for the case in which , respectively.
Consequently, the number of sense amplifiers activated per ac-
cess for the latter case is half as much as that of the former case,
resulting in a smaller energy.

Note that in Fig. 9, it is clear that for larger cache size, the
delay improvement due to 3-D stacking is larger. However, for
the corresponding energy consumption in Fig. 12, the trend is
not clear. The major reason is that, in this experiment, we set
the weights in the cost function (1) to be

, such that the performance is
the major design goal. Therefore, the fastest configuration may
not be the most energy efficient one (for example, in 3-DBL
approach, the tool may duplicate sense amplifiers to help access
time, at the expense of larger leakage energy).

B. Varying Cost Function

The delay/energy savings achieved by 3-D partitioning
depends on the tradeoff between delay, energy, and area

Fig. 12. Corresponding energy for different partitioning as shown in Fig. 9.
Data of caches of associativity = 4 are shown.

Fig. 13. Energy breakdown of a 1-MB cache corresponding to the results
shown in Fig. 12.

efficiency. This tradeoff varies according to system re-
quirements. To explore the impact of system requirements
on the delay/energy savings, we conduct experiment on a
1-MB cache associativity for different system re-
quirements. We set the weights in the cost function to be

and
for high

performance systems and low power systems, respectively. The
results are shown in Figs. 14 and 15. We can see that 3-DWL is
more efficient than 3-DBL in terms of both delay and energy
in high performance systems while 3-DBL is more effective in
low power systems. This is because when optimizing for low
power, the optimal configuration partitions a cache in a fashion
that the routing in direction is longer than that in direction,
which is different from that in high performance systems. The
optimal configuration with each layer changes across different
3-D partitioning approaches and system requirements. Further,
the energy for the fast delay time configurations for different
3-D partitioning are quite different. Consequently, simulta-
neous exploration of different parameters along with desired
weights for different cost functions is important in deciding the
3-D partitioning.
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Fig. 14. Comparison of access time for different partitioning for high perfor-
mance and low power systems. Data of associativity = 4 are shown.

Fig. 15. Comparison of energy for different partitioning for high performance
and low power systems. Data of associativity = 4 are shown.

C. Impacts of Number of Active Device Layers and Technology
Scaling

Figs. 16 and 17 show the access delay time and reduction
in access delay of set associative cache for various
numbers of active device layers across technology generations,
respectively. Note that we assume that the cache sizes double
every technology generation to reflect the scaling trend, and
the cache sizes for each technology node are shown in Figs. 16
and 17. The delay shown is the minimum delay achievable with
any 3-D partitioning for a given number of active device layers.
The delay reduction achieved in 70-nm technology is between
24.56% and 55.05% for using two active device layers to 16
layers. We observe that a significant delay reduction is obtained
when moving from one layer to two device layers. The incre-
mental reduction in delay with increasing number of layers be-
comes smaller as the gate delays become comparable to the in-
terconnect delays when stacking more layers.

Stacking multiple layers of memory cells results in the in-
creased power density, which can cause higher temperature [30],
[33]. Thermal issue is often considered a major hindrance for
the adoption of 3-D integration. Even though there are no more
cache-only die, and the thermal behavior for the cache in a mi-
croprocessor is greatly affected by the higher power density
microprocessor cores sitting next to the cache, we investigate
the thermal trends for stacking caches, to provide some design

Fig. 16. Delay time across technology generations. Data shown are for set as-
sociative (A = 4) cache.

Fig. 17. Decrease in delay time comparing to 2-D cache (1 � 1 case) across
technology generations. Data shown are for set associative (A = 4) cache.

guideline for microarchitecture designers who integrate cache
design together with the rest of the system.

We adopt the package assumption of HS3-D tools [19]. A
1.8 cm by 1.8 cm by 500 m silicon substrate sits adjacent to
a 10- m-thick silicon active layer. The substrate is connected
to a 1-mm-thick 3 cm by 3 cm copper heat spreader by 75 m
of thermal interface material. The heat spreader is connected to
a 6 cm by 6 cm aluminum heat sink with a 6.9-mm-thick base
and 256 evenly distributed 2 mm 2 mm pins, with an am-
bient temperature of 35 C. With this package assumption, our
results of a 1-MB cache in 45 nm show that chip temperature
rises from 45 C in 2-D chip to 50 C, 65 C, 92 C, and 148 C
when stacking 2, 4, 8, and 16 layers of devices layers, respec-
tively. Therefore, the increase in leakage power for stacking 8
and 16 active device layers are three times and six times, re-
spectively, because SRAM cells become more leaky as temper-
ature increases. Our results show that using two or four active
device layers, which are more practical for wafer stacking, the
leakage energy caused by thermal issue is not significant (5%
and 18%, respectively). However, using more than eight device
layers may not provide any reduction in total energy as temper-
ature-dependent leakage is significant. Note that this analysis is
based on the assumption of stacking-cache-only scenario. For a
real system design, where a much hotter core sitting right next
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Fig. 18. Energy across technology generations. Data shown are of set associa-
tive (A = 4) cache.

Fig. 19. Decrease in energy comparing to 2-D cache (1� 1 case) across tech-
nology generations. Data shown are of set associative (A = 4) cache.

to the cache, the thermal problem due to 3-D stacking is defi-
nitely more pronounced.

Figs. 18 and 19 show the minimum energy achieved for each
3-D partitioning and reduction in energy of set associative cache

for various numbers of active device layers across tech-
nology generations, respectively. This relationship between the
reduction in energy and the number of active device layers is
different from that observed for delay variation with number
of layers. First, the reduction in energy is limited due to the
fact that the power in sense amplifiers dominates overall power
consumption and do not benefit from sub-array level 3-D par-
titioning. The energy savings in 25-nm technology are 20.1%,
31.38%, 7.91%, and 32.23% for 2, 4, 8, and 16 active de-
vice layers, respectively. The small energy savings for stacking
eight device layers and increasing energy for stacking 16 device
layers are caused by the increasing temperature due to stacking
and thus increasing leakage energy.

The technology scaling trend of delay/energy of 3-D caches
across technology generations can also be observed from
Figs. 16–19. The delay time decreases with technology scaling.
The percentage of reduction in delay increases across tech-
nology generations due to the increasing global wire delay.
The savings in energy through 3-D partitioning is limited when
leakage power is significant and higher temperature due to
stacking is taken into account. The results in 45- and 25-nm

technologies show that using more than eight device layers
will not be beneficial in terms of energy due to the increased
temperature and thus elevated leakage power.

Note that even though in our 3D-Cacti tool, we have delay as
well as energy estimation, as technology scales, leakage starts to
dominate, and leakage is strongly affected by chip temperature,
which cannot be analyzed by only studying the standalone cache
stacking. We believe that the most valuable part for 3D-Cacti
is the cache access estimation during early design space explo-
ration, while the energy and temperature estimation could pro-
vide a reference for the designers for later evaluation for the
whole microprocessor design.

VI. CONCLUSION

3-D ICs are an attractive option to overcome the barriers in
interconnect scaling, offering an opportunity to continue the
CMOS performance trend. A tool to predict the delay and en-
ergy of a cache at the early design stage is crucial as the timing
profile and the optimized configurations of cache depend on the
number of active device level available as well as the way a
cache is partitioned into different active device layers. In this
paper, we explore the architectural design of cache memories
using 3-D technologies. A cache delay and energy estimator
called 3D-Cacti is proposed to explore different options to parti-
tion a cache across different active device layers. The estimator
has been validated using actual designs. We observe that the sav-
ings in delay/energy through 3-D partitioning depends on the
cache size, system requirements, the number of device layers,
and technology nodes. Of course, the tool itself has some limi-
tations. For example, the sense amplifier model is based on the
old model from original CACTI, which is known to be a very
power-inefficient design, and therefore has a large percentage of
the energy in Fig. 13. If a power-conscious sense amplifier de-
sign is used, the 3-D benefit can potentially be much better, since
the interconnect power would be a larger fraction of the total
energy consumption. On the other hand, current model does not
incorporate a lot of wire engineering and therefore for a cache
design with enough wire engineering, the 3-D benefit may not
be as large as the model predicts. After all, as an architectural
level early analysis tool, 3D-Cacti can be used to predict relative
benefits during architecture design space exploration.
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