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Abstract—As CMOS technology scales deeper into the
nanometer regime, factors such as leakage power and chip
temperature emerge as critically important concerns for high-per-
formance VLSI design. Consequently, enhancing processing
performance is no longer the most important factor that domi-
nates future circuit design considerations. This paper, for the first
time, proposes a systematic methodology to determine a gener-
alized design optimization metric for simultaneously trading-off
power and performance in nanometer scale integrated circuits
to achieve design-specific targets. The methodology incorporates
interconnect effects as well as electrothermal couplings between
substrate temperature, power, and performance for nanometer
scale design optimization. Implications of choosing a specific
design optimization metric on power, performance, and operating
temperature are illustrated and discussed. The proposed method-
ology is shown to provide a more meaningful optimization metric
(for power-performance tradeoff analysis) and basis, with consid-
erations of chip-level thermal management including maximum
allowable operating temperature and packaging/cooling solutions.
Furthermore, implications of CMOS technology scaling and
parameter variations on the proposed methodology are discussed.

Index Terms—Chip-package co-design, integrated circuit (IC),
leakage, performance, power, thermal-aware design, thermal
management.

I. INTRODUCTION

T HE STEADY downscaling of transistor dimensions has
ensured higher packing density, higher performance,

and lower cost of integrated circuits in the past few decades
[1]. Main efforts of technology scaling have been focused on
achieving highest processing performance. In recent years,
however, the awareness of low-power has become a critical
issue for circuit designers especially for all cost-performance,
portable, and battery-constrained electronic products [2]–[4].
For instance, many handheld devices including wireless appli-
cations prefer low-power over high-performance design due to
limited battery budget. Also, with the minimum feature size of
the transistor entering the nanometer regime ( 100 nm), the
leakage power has become a significant fraction of the overall
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chip power dissipation and severely impacts the packaging,
cooling costs, and reliability for leakage dominant CMOS
technologies [5]–[8].

A. Simultaneous Power-Performance Optimization:
Motivation, Design Metrics, and Prior Work

For power-constrained applications, lowering supply voltage
offers the most obvious option to decrease the total power

consumption, since CMOS switching power has a quadratic de-
pendence on supply voltage. On the other hand, lowering supply
voltage degrades the performance of circuits. It is, however, pos-
sible to maintain the performance by decreasing the threshold
voltage simultaneously, but then the subthreshold leakage
power increases exponentially. Consequently, the need for low-
power as well as high-performance circuit applications moti-
vates the search for an optimal set of supply and threshold volt-
ages to tradeoff processing performance and power consump-
tion. The choice of supply and threshold voltages is critical not
only from power and performance aspects, but also because of
reliability issues. For example, the supply voltage has a direct
impact on gate-oxide and hot carrier reliability [9]–[11] and an
indirect impact on electromigration (EM) reliability through the
junction temperature [12].

Several design metrics and methodologies have been pro-
posed in the literature to evaluate and simultaneously meet
the targets of low-power and high-performance in modern
VLSI designs. Design metrics such as power-per-operation
and energy-per-operation have been shown to be inadequate
for evaluating tradeoffs of power and performance [13], [14]
because these two metrics monotonically depend solely on
the supply voltage, and hence, the optimization using these
metrics will lead to lower performance, which is not practical.
Energy-delay product (EDP) is widely used as an appropriate
metric to optimize and compare different designs where both
performance and amount of computational energy are of
importance [13]–[16]. In [17], Martin showed that the
metric (where is energy and is delay) is a better measure
of computational efficiency due to its voltage independency.
Furthermore, general metrics have also been explored for im-
proving the energy-delay efficiency. In [18], Pénzes and Martin
showed that the metric (where is the energy-delay
efficiency index) characterizes any feasible tradeoffs between
the energy and the delay of the computation. In [19], Hofstee
proposed the energy-performance ratio (EPR) for analyzing
power efficiency. An EPR of suggests that an energy incre-
ment of m% corresponds to a 1% improvement in performance
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(e.g., similar to the metric, corresponds to an EPR
of 2). Moreover, it was concluded that optimal metric is not
unique for all designs but depends on the desired level of
performance [19]. Although the idea of the generalized optimal
metric has been proposed, there is no systematic methodology
for choosing an appropriate design metric, which captures
design-specific requirements.

Some recently proposed approaches employ tuning of vari-
ables such as supply voltage, threshold voltage, and gate size
to achieve an energy-efficient design. In [20] and [21], Zyuban
and Strenski use “hardware intensity” to quantify the relative
cost of enhancing performance and resultant power dissipa-
tion at the circuit and micro-architecture levels. Similarly, in
[22], Marković et al., considered gate size, supply voltage,
and threshold voltage as tuning knobs to trade off energy for
performance. In their method, by analyzing and balancing
the ratio of sensitivity of energy to the sensitivity of delay,
energy-performance optimization can be achieved. In [23],
Pant et al. proposed a heuristic technique for minimizing the
total power consumption under a given delay constraint. The
approach simultaneously determines transistor power supply,
threshold voltage, and device width by two distinct phases.
However, these approaches model and tradeoff energy and
delay invariably by tuning variables (supply voltage, threshold
voltage, transistor size, etc.) and do not comprehend the in-
terdependence of thermal and power dissipation issues, which
become critical in nanometer scale designs, as discussed in the
following sections. As a consequence, all these prior works
cannot comprehend the implications of thermal management
issues including packaging/cooling solutions on design opti-
mization and vice versa.

B. Significance of Thermal Effects in Nanometer Scale
Designs and Scope of This Work

Due to technology scaling and parameter variations [24],
leakage power dissipation, which is dominated by subthreshold
leakage for high-performance ICs, becomes a significant com-
ponent of total chip power consumption [5], [6], [25]. The
subthreshold leakage is exponentially dependent on tempera-
ture and exacerbates with technology scaling. Also, increase in
total chip power consumption causes higher junction temper-
atures , which further increases the subthreshold leakage
power, thereby creating a strong feedback loop leading to
various electrothermal couplings [8]. Hence, for nanometer
scale technologies where power and associated thermal issues
are the primary concerns, it is critical to consider the impact
of thermal effects on design optimization and on the choice of
design metrics.

This paper is motivated by the search for an appropriate
design metric for optimizing power and performance that can
comprehend circuit specific requirements as well as the thermal
and power dissipation issues that are becoming increasingly
significant as CMOS technology migrates towards the deep
nanometer scale. Although there is evidence of the increasing
use of different optimization metrics in the existing literature
[26]–[28], there is no clear explanation of why one partic-
ular optimization metric is more suitable than another and
whether one metric can universally be applied to all designs

at all technology nodes. This paper proposes a systematic
methodology for choosing an appropriate design metric in the

design space that simultaneously captures: 1) the
relative importance of power dissipation and performance
and 2) the interdependence of thermal and power dissipa-
tion, to achieve design-specific targets as they change from
one technology generation to the next. The advantage of the
proposed electrothermally-aware method as compared to the
traditionally used optimization metrics is discussed and the
proposed technique is shown to provide a more meaningful
basis to optimize supply and threshold voltages in nanometer
scale designs. Moreover, the proposed method allows circuit
designers to comprehend the implications of design choices on
packaging/cooling solutions and vice versa.

This paper is organized as follows. In Section II, a review
of design parameters and metrics including power and delay
is presented. Power and performance optimization by the
traditional EDP methodology is illustrated and discussed. In
Section III, the electrothermal couplings between various de-
sign parameters for power and delay evaluation are explained.
This is followed by a methodology that allows incorporation
of the electrothermal couplings in the EDP-based optimization
process. The electrothermally coupled energy-delay product
(EEDP) methodology [29] is demonstrated and compared with
the traditional EDP evaluation. Effects of activity factor on
EDP estimation and implications for circuit operation and de-
sign rules by using the EEDP methodology are also shown. In
Section IV, first, the logic behind the choice of different design
metrics is explained through comparisons between three com-
monly used optimization metrics while taking electrothermal
couplings into account. Since the selection of the optimization
metric severely impacts the design choices, a methodology
for selecting a design-specific optimization metric [30] is pre-
sented. In Section V, the proposed methodology is illustrated
by an example for design optimization. In Section VI, the
implications of CMOS technology scaling as well as parameter
variations on the proposed methodology are demonstrated.
Finally, concluding remarks are made in Section VII.

II. DESIGN PARAMETERS AND DESIGN OPTIMIZATION

A. Traditional EDP Optimization

The critical path of a chip normally goes through a variety
of gates, each with a different value of delay. However, it has
been shown that changes in supply voltage, temperature, and
threshold voltage affect all gates in the same way [14]. Hence,
the delay of any gate remains roughly proportional to the delay
of an equivalent inverter [14].

Traditionally, considering an inverter gate with a capacitive
load (see Fig. 1), the average gate delay can be estimated
as (1), where denotes the effective load capacitance

denotes the voltage swing, and is the average
drive current. According to the Alpha-Power model [31], can
be simply modeled as (2) without considering the effect of inter-
connects. The parameter accounts for velocity saturation con-
dition of the transistors and is between one (complete velocity
saturation) and two (no velocity saturation). In this analysis,
is chosen to be 1.3. is a proportionality constant specific to
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Fig. 1. (a) Schematic diagram of an inverter gate with a capacitive load (C ).
(b) Equivalent RC model of an inverter gate with a capacitive load (C ). The
inverter gate [shaded region in (a)] is represented by an effective on-resistance
(R ) and an output parasitic capacitance (C ).

a given technology. Note that lumps the capacitance and the
transistor process parameters [16]

(1)

(2)

The maximum operating frequency of the chip can be
modeled as (3), where the parameter is the logic depth (for
most of the modern microprocessors, is around 20 [32])

(3)

There are two main sources of power dissipation in a CMOS
chip: dynamic (switching) and static (leakage). Dynamic power
results from the charging and discharging of circuit capaci-
tances between different voltage levels. Static power, on the
other hand, results from the resistive paths between power
supply and ground. The short-circuit component is relatively
small and temperature independent. Thus, it can be considered
as a constant factor of total power [33], [34]; and hence, it
has been neglected throughout this paper. Note that impact of
considering other power dissipation sources (e.g., short-circuit
power and gate leakage) on the proposed methodology is
discussed in Section III-B.

The total chip dynamic and static power
consumption thus can be modeled as (4) and (5), respectively,
by employing effective parameters

(4)

(5)

where is the activity (switching) factor and is taken as 0.15
[35]. accounts for the total effective output-load capaci-
tance of the entire chip. is the nominal zero-threshold leakage
current, is a device factor, is the subthreshold slope,
is the supply voltage, and is the effective transistor width
(transistor width that contributes to the leakage current) of the
entire chip. Hence, total power is given by the sum of
and and the energy can be calculated by (6)

(6)

Traditionally, the design metric used to minimize both power
and delay of a circuit is the EDP [13], i.e., the product of energy
from (6) and delay from (2). Fig. 2 has been generated simply
by direct numerical evaluation of energy and delay for a specific
design. The optimal - set ( 0.498 V and

Fig. 2. Traditional V =V optimization uses EDP as a design metric
(without considering the effect of interconnects). The EDP contours and
iso-performance curves are obtained by simple numerical calculation without
considering electrothermal couplings between temperature and static power
dissipation at 100-nm technology node. Note that although five EDP contours
(0.9, 0.8, 0.7, 0.6, 0.5) and three iso-performance curves (1.0, 1.5, 2.0) are
drawn in this figure, other values of EDP contour and iso-performance curve
can be easily employed.

0.252 V), denoted by “ ,” corresponds to the minimum EDP
value . The EDP contours can be found by connecting
all - sets with the same EDP values, i.e., any point
on the contour labeled 0.5 has an EDP value twice that of the
optimal value . Similarly, numbers on
the iso-performance curves indicate the normalized value of the
frequency where normalization is done with respect to the fre-
quency of operation at the optimal point. For instance, any point

on the curve labeled 2.0 has 2 performance than that of the
optimal - set. Note that the traditional EDP evaluation
does not consider the region below the line where
circuits operate in subthreshold mode (i.e., ).

The usage of the EDP evaluation is to optimize and compare
design choices. From Fig. 2, although different design choices
can have the same EDP, the performance can vary from 1 to 2
(for designs A and B). Similarly, different design choices with
the same performance can result in different EDP values (e.g.,
design A and the optimal point). Thus, the EDP-based -
design space provides guidelines for design optimization. Also,
design choices can be made based on the EDP-based evaluation.

Besides EDP, two other design metrics are often used for dif-
ferent applications: Power-delay product (PDP) and power-en-
ergy product (PEP). Since the logic depth ( ) is independent
of power ( ) and gate delay ( ), the parameter is lumped
into and only is used to represent the critical path delay
[refers to the term “Delay” in (6) and (7)] throughout this paper
for simplicity. Hence, as shown in (7), the PDP gives identical
weightage to power and delay (PDP is simply the energy) while
the PEP prioritizes power over delay (the exponent of power is
larger than that of delay). Among these metrics, as well as the
idea of the generalized optimal metric [18], power and delay are
the two fundamental parameters and the metric to be chosen de-
pends on the design optimization goal [19]

Energy Delay

Power Delay Energy

Power Energy (7)
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Fig. 3. (a) Schematic diagram of an inverter gate driving a capacitive load (C )
through a wire of length L. (b) Equivalent RC model for (a). The inverter gate
[shaded region in (a)] is represented by an effective on-resistance (R ) and an
output parasitic capacitance (C ). Note that C is the input capacitance of the
gate in the next stage.

B. Incorporating Interconnect Effects in Traditional EDP
Optimization

As shown in (1) and (2), the gate delay is simply mod-
eled by an inverter gate with a capacitive load. However, as
CMOS technology scales into the nanometer regime, the par-
asitic effects introduced by long (global and intermediate level)
interconnects become more and more critical on integrated cir-
cuit design issues such as delay, power, and reliability. Typi-
cally, long interconnects in high-performance ICs are divided
into a number of segments by inserting buffers or repeaters to
reduce the delay. Fig. 3 shows an inverter gate driving a capaci-
tive load through a wire of length . Assuming the inter-
connect to be uniform and homogeneous, and represent
the resistance and capacitance per unit length of the wire. The
time constant of the equivalent resistance–capacitance (RC)
circuit in Fig. 3(b) can be modeled as (8), while the delay is
shown in (9) (time difference between the input and the output
waveforms crossing 50% of the full-swing values) [36], [37]

(8)

(9)

Assuming that the interconnect length has been opti-
mized for minimal delay and chosen to be 2.22 mm at 100-nm
technology node [34]. Moreover, in (9), the capacitances
( , and ) of the inverter gates and the wire are tech-
nology specific parameters and independent of the operating
condition ( and ). Thus, the delay of the RC model
in Fig. 3(b) can be estimated by (10) using the same propor-
tionality constant shown in (2)

(10)
Similar to Fig. 2, the EDP evaluation is performed using (10)

instead of (2). In Fig. 4, with the effect of interconnects, the
optimal - set ( 0.520 V and 0.267 V) is
denoted by “ ” (corresponding to ). The trend of the

(dotted arrow in Fig. 4) is shown to be monotonously
increasing toward higher and values along the 1.0 iso-
performance curve with increasing delay (due to the effect of
interconnects). Table I lists related interconnect parameters used
for generating Figs. 2 and 4.

Fig. 4. V =V optimization using EDP as a design metric (with the effect of
interconnects included). The EDP contours and iso-performance curves are ob-
tained by simple numerical calculation without considering electrothermal cou-
plings between temperature and static power dissipation at 100-nm technology
node. EDP without considering the effect of interconnects is also shown
(“ ”) for comparison.

TABLE I
TECHNOLOGY AND EQUIVALENT CIRCUIT MODEL PARAMETERS [34]

Fig. 5. Trends of nominal supply voltage, threshold voltage, and normalized
leakage power based on ITRS [2].

III. ELECTROTHERMAL EDP OPTIMIZATION

A. Impact of Electrothermal Couplings on EDP Optimization

Fig. 5 shows the scaling trend of supply voltage, threshold
voltage, and static power consumption projected by ITRS. Al-
though the supply voltage decreases with scaling, the dynamic
power consumption increases from generation to generation be-
cause of the increasing transistor density and switching speed.

The leakage power, which is becoming a major source of total
power dissipation, is exponentially dependent on temperature
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Fig. 6. Leakage power dissipation of an nMOS device for different technology
nodes based on BSIM3 models showing the impact of temperature. The leakage
power dissipation is normalized w.r.t. the value at 130-nm node at 25 C.

Fig. 7. Transistor drive (drain) current for N-MOSFET (45- and 90-nm
effective channel length) based on BSIM3 models as a function of operating
temperature.

and exacerbates with technology scaling [5], [7] (see Figs. 5 and
6). Moreover, transistor threshold voltage is a linear function
of temperature, which in turn, depends on total power dissipa-
tion [38]. Dynamic power dissipation also depends on operating
temperature due to the dependence of the transistor on-current
on temperature. Although transistor threshold voltage decreases
at higher operating temperature and partially offsets the perfor-
mance degradation resulting from the lower carrier mobility, the
transistor on-current still decreases at higher operating temper-
ature (see Fig. 7).

Since power consumed by the ICs is converted into heat, the
increase of operating temperature has significant impact on om-
nifarious design parameters and leads to various electrothermal
couplings [8], which had been inconspicuous for earlier gen-
erations of ICs. Fig. 8 illustrates the details of various elec-
trothermal couplings between performance, power dissipation,
supply voltage, threshold voltage, and die temperature. Hence,
it is crucial to incorporate electrothermal couplings when evalu-
ating the power and delay [8]. The traditional ways of evaluating

by (4) and by (5) neglects these electrothermal
couplings.

Recently, a methodology has been proposed to evaluate
design parameters (mentioned in Fig. 8) in a self-consistent
manner and then calculated an EEDP [29]. This methodology
incorporates both analytical models and results from circuit
simulation, based on an integrated device, circuit, and system

Fig. 8. (a) Models for various metrics are expressed in functional format. Cou-
plings are indicated using broken lines. T represents the operating tempera-
ture, L is the nominal gate length, a is the switching activity, C is the total
load capacitance, F is the operating frequency, V denotes the nominal
threshold voltage,4V is the change of threshold voltage, t is the gate oxide
thickness,X is the junction depth,4L is the change of gate length due to vari-
ation, T denotes the ambient temperature, and � denotes the equivalent
junction-to-ambient thermal resistance. (b) Schematic view of electrothermal
couplings between different design parameters. As technology scales, the cou-
plings between power, leakage, and temperature (shown by dotted arrows) be-
come increasingly prominent.

level modeling approach [8]. Incorporating the effect of inter-
connects, Fig. 9 is generated by the EEDP methodology using
the same parameters in Table I. In Fig. 9(a), the line
represents a boundary below which the operation is not consid-
ered. In practice, a maximum allowable operating temperature

is determined mainly based on packaging/cooling and
reliability requirements. Depending on the chip packaging and
cooling solutions, maximum allowable power dissipation or
thermal design power and the maximum temperature
limit can be related as (11) by an equivalent junction-to-ambient
thermal resistance . Here, a packaging and cooling solu-
tion with an equivalent junction-to-ambient thermal resistance
( 0.7 C/W) is considered in the evaluation. The thermal
runaway region shown in Fig. 9 (shaded region) indicates that
the operation (set of - values) exceeds a temperature
criterion (set to be 200 C in this analysis) due to the
strong couplings between leakage and temperature

(11)

In comparison with Fig. 4 (with interconnect effect) gen-
erated by the traditional method (without considering elec-
trothermal couplings), it can be observed that not only the
EDP contours and iso-performance curves shift but also the
design space gets restricted by thermal constraint that cannot
be known from Fig. 4. The traditional optimal point in Fig. 4
(marked by “ ”) is also shown in Fig. 9 for comparison. It can
be observed that the optimal operation ( - set) shifts to
a new value ( 0.470 V and 0.307 V) marked by
“ .” Moreover, part of the optimal operation region suggested
by the traditional method is not practical and results in high
temperatures that exceed the maximum temperature criterion.

In Fig. 9(a), the iso-leakage curves (dotted lines) are su-
perimposed and correspond to the ratios of leakage power to
total power consumption. They essentially provide the limit of
supply and threshold voltage scaling when the ratio of active
to idle power is constrained. Moreover, as shown in Fig. 9(b),
the iso-temperature curves (dotted lines) can be simultaneously
obtained. These curves show the average junction temperature
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Fig. 9. V -V design space generated by the EEDP evaluation at 100-nm technology node. Note that the effect of interconnects has been incorporated. Five EDP
contours (0.9, 0.8, 0.7, 0.6, 0.5) and three iso-performance curves (1.0, 1.2, 1.4) are shown for power-performance tradeoff analysis. “�” represents the optimal
point based on EEDP evaluation. “ ” indicates the operation set suggested by the traditional evaluation, but with interconnect effects (as shown in Fig. 4), for
comparison. Note that the design space gets restricted by thermal constraint (thermal runaway) when electrothermal couplings are taken into account. (a) The
iso-leakage curves (10 ; 10 ; 10 ; 10 ) have also been superimposed (dotted curve). The iso-leakage curves represent the ratio of leakage power to total
power dissipation. (b) The iso-temperature curves (40 �C, 70 �C, 100 �C) have also been superimposed (dotted curve). The iso-temperature curves essentially
provide an additional thermal (or reliability) constraint on the V -V design space.

estimation [by employing the relation in (11)] for various
designs (different - ). The temperature information can
be used as a thermal constraint because not only the power dis-
sipation but many important reliability mechanisms are highly
temperature sensitive. Hence, for EDP-based optimization, if
electrothermal couplings are not considered, power dissipation
and delay evaluations will be inaccurate and mislead the design
optimization process.

B. Impact of Model Parameters on Optimal EDP Operation

As discussed in Section II, power and delay are two funda-
mental factors in the electrothermal EDP evaluation. In order to
comprehend the impact of model parameters on the optimal op-
eration, various parameters used in the power and delay models
are discussed.

Power dissipation is modeled by two main factors. In the case
of complex circuits, the switching activity [parameter in (4)]
depends on the application and input patterns. Increase in the
switching activity directly increases the dynamic (switching)
power dissipation. From (5), the leakage power at the nominal
condition is modeled by the parameter . As projected by ITRS,
subthreshold leakage is expected to increase with technology
scaling. Thus, larger will be used for scenarios involving
scaled technologies.

Although the effect of interconnects has been incorporated
into the delay model in (10), the delay overhead due to the
latches used in the pipelined logic is neglected in (3). In order to
comprehend the impact of the delay overhead on optimal opera-
tion, a parameter is defined as the ratio of the overhead time
(due to the latches) to the delay (i.e., ).
Thus, the cycle time can be calculated as .

Table II summarizes the optimal operation set evaluated
by the EEDP methodology for different scenarios. When
the switching activity is increased, it can be observed that
the supply voltage of the optimal operation (with lowest en-
ergy-delay product) is decreased, which in turn, degrades the
performance. When is increased with technology scaling,

TABLE II
OPTIMAL OPERATION SET

the suggested optimal operation has higher threshold voltage
which compensates the performance enhancement from higher
supply voltage. Severe performance degradation can be seen
in the last scenario when the overhead factor increases. It
can be observed that the suggested optimal operation has lower
performance even with higher supply voltages.

As mentioned in Section II-A, the short-circuit power has
been ignored. Also, gate leakage (tunneling based) is neglected
because it is temperature independent and can be mitigated by
gate engineering [39]. However, if temperature independent
power dissipation sources have to be considered, one can
incorporate a constant amount into the total power evaluation
in the proposed method. Impact of these additional power
components on the proposed method will be similar to the case
with higher switching activity or shown in Table II.

In Table II, only optimal operation point suggested by the
electrothermal EDP evaluation is illustrated and compared.
However, it is important to mention that if different design
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Fig. 10. V � V design space generated by electrothermally coupled eval-
uation. (a) Using PDP as the optimization metric. Four PDP contours (0.9, 0.8,
0.7, 0.5) and three iso-performance curves (1, 3, 5) are drawn for power-perfor-
mance tradeoff analysis. (b) Using PEP as the optimization metric. Three PEP
contours (0.1, 0.05, 0.01) and two iso-performance curves (5, 50) are drawn for
power-performance tradeoff analysis.

TABLE III
OPTIMAL OPERATING POINTS OF DIFFERENT DESIGN METRICS

constraints (such as temperature or performance) have to be
satisfied, the optimal operation based on EDP optimization will
not be practical.

IV. METRICS FOR DESIGN-SPECIFIC OPTIMIZATION

In Section III, the impact of incorporating electrothermal cou-
plings was clearly shown by using EDP as the design optimiza-
tion metric. However, the selection of an appropriate metric
determines the basis of optimization, i.e., the optimal point of
operation will change if another optimization metric is chosen.

In this section, first the logic behind the use of different design
metrics is explained through comparison between three gen-
eral metrics [as shown in (7)] by the electrothermally coupled
analysis. In practice, the optimal point (e.g., the lowest EDP
point) is seldom used due to the need to satisfy other require-
ments like performance or power consumption which cannot
be captured by that particular evaluation. Hence, a new opti-
mization method is proposed and allows designers to choose
a correct design metric that directly satisfies their design-spe-
cific needs. Comparisons based on the proposed appropriately
chosen metric are more meaningful than those using a single
design metric, for example EDP, which does not comprehend
design-specific requirements.

Fig. 10(a) and (b) show the - design spaces of the
PDP-based and PEP-based electrothermally coupled analyses,
respectively, for the same design and technology node used in
Fig. 9. As expected, the contours, iso-performance curves, and
the optimal operating points based on these two design metrics
(PDP and PEP) are different. Table III summarizes the optimal
points of different design metrics. Note that the optimal point
suggested from the evaluation corresponds to a set -
which has a minimum product (e.g., when PEP is the design
metric, the optimal operating point results in a minimum power-
energy product).

Fig. 11. Comparison of delay, temperature, and power between different opti-
mization metrics. (a) Normalized delay (w.r.t. the EDP case) and average junc-
tion temperature corresponding to the optimal operating points obtained using
three different optimization metrics (EDP, PDP, and PEP). (b) Normalized total
power dissipation (w.r.t. the PEP case) and the (P =P ) ratio corre-
sponding to optimal operating points of different optimization metrics.

From (7), it is clear to see that the EDP metric prioritizes delay
(proportional to ) over power (proportional to ). When
EDP is the design metric, the optimal operating point will have
higher supply voltage and lower threshold voltage, as seen in
Table III, in order to have relatively higher performance. On the
other hand, the PEP metric prioritizes power (proportional to

) over delay (proportional to ). Thus, the optimal oper-
ating point has larger threshold voltage to reduce the leakage
power dissipation.

Impact of optimization metric is illustrated in Fig. 11 from
the perspectives of delay, temperature, and power dissipation.
Note that the optimal - sets for these three optimiza-
tion metrics are compared. It can be observed from Fig. 11(a)
that PEP leads to the highest delay as compared to other met-
rics. However, the total power dissipation for PEP as shown in
Fig. 11(b) is the lowest. Moreover, PEP will have the highest
ratio of to that indicates the highest power ef-
ficiency for a design.

As shown in the preceding discussion, the relative emphasis
on power dissipation and performance, and thus the optimiza-
tion metric, need to be changed depending on design-specific
requirements. A change in the optimization metric has a signif-
icant impact on design choices. However, there is no systematic
methodology existing in the literature to guide the designer to
intelligently choose an appropriate optimization metric that sat-
isfies all the design requirements.

In order to comprehend the varying requirements of different
designs, a generalized optimization metric based on power and
delay is needed. Here, the parameter “ ” is used to represent
the ratio of exponent of delay to that of power. The generalized
metric thus is represented as . Existing metrics such as
power-energy product and energy-delay product can also be rep-
resented by choosing as 0.5 and 2, respectively. Since design
optimization is carried out by finding the minimum value of the
product , naturally, should be larger than 1 if perfor-
mance is the primary concern, i.e., an optimization metric with
a higher will lead to higher performance than that with a lower

. On the contrary, when power dissipation is the primary con-
cern, should be less than 1.

Fig. 12 shows the locus formed by the optimal operating
points obtained for different with the same design and tech-
nology node used in Fig. 9. Each point on the optimal operation
locus represents the - set which has the lowest value of
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Fig. 12. Optimal operation locus for 100-nm technology node. The optimal
locus is formed by the optimal points (denoted by “�”) with respect to different
values of �, i.e., the minimal values of the productP(T ) . Although values of
� between 0.5 and 7 are shown in the plot, � can be chosen to be any positive
rational number depending on design space and constraints. The shaded regions
in the two corners correspond to thermal runaway region and the region where
the supply voltage is less than the threshold voltage.

the product . Moreover, larger power dissipation results
in higher temperature, which in turn, leads to many important
design concerns especially for nanometer technologies. Fig. 12
superimposes the thermal constraint (shaded region for thermal
runaway) and the operational constraint onto the
trend of optimal operating locus. Depending on the packaging
and cooling technologies available for a particular design, the
upper bound of is provided by the maximum allowable oper-
ating temperature limit. On the other hand, lower bound of is
defined by the minimum required performance.

Traditionally, designers might choose EDP as an op-
timization metric for trading-off performance and power dissi-
pation. As seen in Fig. 12, EDP provides medium performance
and medium power dissipation as compared to other values of

. When designers want to lay higher emphasis on performance,
preferably, should be chosen to be higher than 2. On the other
hand, when more emphasis is placed on low power, should
be less than 2. Note that for low power applications, the op-
timal point shifts by a larger amount for a certain change in ,
whereas for high performance applications the corresponding
shift is much smaller. This is because leakage power dissipa-
tion, which is a major contributor to total power dissipation in
nanometer CMOS technologies, exponentially depends on the
threshold voltage and temperature. Hence, the choice of oper-
ating point becomes very sensitive to threshold voltage when the
designer gives more weightage to power. Also, it is important to
mention that the optimal operating point is only considered in
the region where supply voltage is larger than threshold voltage,
i.e., subthreshold operation is not considered in this analysis.
This is because of the validity of the Alpha-Power model [31]
for . In this analysis, when is less than 0.5 (PEP), the
trend of optimal point is very close to the point where the supply
voltage is equal to threshold voltage and the optimal locus will
follow the line.

The question that arises is how does a designer choose to
lay a particular emphasis on power vis-à-vis performance? Can
there be changing scenarios where the design-specific require-
ments are beyond those comprehended by traditional metrics
such as the most commonly used EDP? Finally, under such re-
quirements, why is it that the proposed metric leads to better

Fig. 13. Illustration of the methodology for finding a suitable optimization
metric to meet design-specific requirements. “�” indicates the optimal operating
points with different optimization metrics (� = 0:5; 1; 2; 3; 4). EDP (� = 2)
contour for EDP = (1=0:9)EDP , and iso-temperature curves are shown
at 100-nm technology node. “ ” indicates the optimal point that meets all de-
sign-specific requirements.

design solutions than a traditional metric like EDP? These are
the questions addressed and discussed in the subsequent exam-
ples of design optimization.

V. EXAMPLE OF DESIGN-SPECIFIC OPTIMIZATION

In this section, design-specific optimization is demonstrated
by the proposed methodology using a general homogeneous
logic block.

Consider a logic block at 100-nm technology node for opti-
mization. As described in Section II, a logic block can be repre-
sented by an equivalent inverter with effective transistor width,
load capacitance, and activity factor [14]. The critical path delay
of the block is also modeled as (10) with parameters shown
in Table I. Note that a uniform (average) temperature over this
logic block is evaluated for simplicity. The maximum allowable
operating temperature is assumed to be 70 C, for example, due
to packaging and cooling limitations. The target is to achieve
the maximum possible performance under this maximum tem-
perature constraint.

Since the design objective is to maximize the performance,
a desirable metric would have the highest possible under
the maximum temperature constraint. It can be observed from
Fig. 13 that the appropriate is at the intersection of the 70 C
iso-temperature curve and the optimal operation locus. For the
case shown in Fig. 13, the intersection occurs at . Once
the operating temperature value is set to be 70 C as a con-
straint, the value of parameter “ ” can be directly obtained by
the electrothermally coupled analysis (do not require additional
computation for obtaining the parameter ).

Given the same constraint as mentioned before, two possible
design choices are considered and depicted by points and

in Fig. 14 and the designer needs to decide which of these
options best fits the design requirements. The result obtained
from a comparison of these two design choices based on the
proposed new metric is compared to that based on en-
ergy-delay product (EDP), which is the most widely used design
metric. For the EDP metric, the optimal point and a
corresponding suboptimal contour of all points where the ratio
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Fig. 14. Example comparing the use of the proposed metric P(T ) in
choosing between two design options (A and B) against that of conventional
EDP evaluation. “�” indicates EDP (� = 2) optimal operating point and “ ”
indicates the optimal point that meets all design-specific requirements. Since
design optimization is preferably to find an operation set closest to the optimal
point, it is clear that the choice between the two points A and B changes
depending on the metric of optimization chosen.

, are shown. All points outside this con-
tour have EDP higher than those for the points that lie inside
this contour. Hence a traditional comparison based on the EDP
metric would lead to the decision that is a better choice than

. If the optimal point corresponding to the metric
(which captures the design-specific requirements) and the sub-
optimal 0.9 contour surrounding this point are considered, it can
be observed that the value of the metric at point
is smaller than the value at point . Hence, based on the new
metric, design should be chosen over design . Evidently, the
choice between the two points and changes depending on
the metric of optimization chosen. Hence, when the additional
requirement of having highest possible performance under the
maximum temperature constraint is factored in, option is ob-
viously the better choice.

As demonstrated by the previous example, once the param-
eter “ ” is determined by the proposed methodology, the ap-
propriate metric can capture design-specific require-
ments. Hence, a procedure similar to EDP evaluation (replacing
the quantity with ) can be used to compare var-
ious designs having the same requirements and belonging to the
same design family. The metric selected by this methodology
provides a more meaningful basis for making design choices
under these particular design-specific requirements.

Typically, the timing-critical path(s) can be determined after
transistor level design. It is important to note that the proposed
methodology is applicable for any size of homogeneous logic
block by modeling the delay using an equivalent inverter (with
effective transistor width and activity factor) driving a capacitive
load and by modeling the total power dissipation at the nominal
temperature. In case of a circuit with multiple timing-critical
paths, the proposed methodology can either be applied to the
longest path for optimization or one can employ multiple equiv-
alent inverters corresponding to each path and then optimize one
at a time.

The proposed method is also applicable to designs with mul-
tiple threshold voltages at different circuit blocks. By appro-
priately dividing the circuit into different blocks (each block

Fig. 15. Scaling analysis of optimal operating points obtained by applying dif-
ferent optimization metrics (shown for 100- and 70-nm technology nodes). Note
that the thermal runaway region expands to the right due to technology scaling.

can be represented by an equivalent inverter), one can optimize
each block and determine the threshold voltage for each block
separately.

Moreover, for a heterogeneous circuit design, including fully
pipelined microprocessors, different functional blocks might
have different activities, supply voltages, or threshold voltages
for improving performance as well as reducing power dissi-
pation. In this case, although one can still transfer the entire
complex circuit into an equivalent inverter and optimize it by
the proposed method, it is not practical, and will not benefit as
much from the proposed optimization. However, such designs
can be easily handled in the proposed methodology by dividing
the complex circuit into several homogeneous logic blocks for
optimization.

VI. IMPACT OF TECHNOLOGY SCALING

AND PARAMETER VARIATIONS

Continued scaling of CMOS technologies provides substan-
tial benefits in transistor density and circuit performance. How-
ever, the corresponding increase in power consumption directly
impacts the junction temperature that determines the upper limit
of . It can be observed from Fig. 15 that the optimal opera-
tion locus shifts to the right when technology scales from 100-
to 70-nm nodes. The same design at 70-nm technology node
has higher optimal values for threshold voltages due to the in-
crease of leakage power dissipation (see Fig. 6). Moreover, due
to technology scaling and the resultant increasing leakage, it can
be clearly seen that the design space gets increasingly restricted
by the thermal constraint (i.e., the thermal runaway region ex-
pands). However, with better packaging/cooling solutions, the
design space can be relaxed, i.e., the thermal runaway region
shrinks.

Fig. 16 shows the impact of technology scaling on selecting
for design-specific optimization. Under the same constraints

as used in the example in Section V (see Fig. 13), it is ob-
served that if the same optimization metric is chosen
for 70-nm technology node, the optimal operating point exceeds
the maximum allowed temperature (70 C). For the 70-nm tech-
nology node, the proper optimization metric that meets the de-
sign-specific requirements is found to be by the pro-
posed methodology.

Authorized licensed use limited to: IEEE Xplore. Downloaded on December 4, 2008 at 17:23 from IEEE Xplore.  Restrictions apply.



LIN AND BANERJEE: DESIGN-SPECIFIC AND THERMALLY-AWARE METHODOLOGY FOR TRADING-OFF POWER AND PERFORMANCE 1497

Fig. 16. Impact of technology scaling on the proposed optimization method-
ology. The optimal operation locus of 100-nm technology node is shown by a
dotted curve (the same locus shown in Fig. 13) while the locus of 70-nm tech-
nology node with the same design is shown by a solid curve. Three iso-temper-
ature curves (50 C, 70 C, 90 C) are superimposed. “�” indicates the optimal
operating points with different optimization metrics. “ ” indicates the optimal
operating point when P(T ) is chosen for 70-nm technology node. “ ” in-
dicates the optimal operating point whenP(T ) is chosen. Note that the metric
(� = 3) meets all design-specific requirements at 70-nm technology node.

Fig. 17. Impact of threshold voltage variation on the optimization metric (� =
3) for 70-nm technology node. The values shown are normalized to the corre-
sponding optimal values without threshold voltage variations (V variation =
0%). The inset shows the optimal operating set (V -V set) corresponding to
the different threshold voltage variations shown in the main figure using iden-
tical symbols.

Besides technology scaling, parameter variations, especially
within-die variations that arise either from environmental vari-
ations (e.g., temperature, supply voltage, etc.) or from phys-
ical process variations (channel length, oxide thickness, random
dopant fluctuation, etc.) can result in an uncertainty in the power
and performance estimation [24] and thereby impact the choice
of . For the same example discussed above, Fig. 17 shows the
impact of threshold voltage variations on the values of the opti-
mization metrics obtained using the proposed method-
ology. Note that this evaluation is carried out at 70-nm tech-
nology node where is 3 (refer to Fig. 16). The inset of Fig. 17
lists the optimal points corresponding to different amount of
variation. It can be observed that for the specific requirements of
this design, the optimal operating point of the proposed metric
shifts with variation, and the difference increases as varia-
tions become larger. Consequently, it is crucial to consider de-
sign-specific requirements as well as parameter variations for
appropriate design optimization and comparison between dif-
ferent design choices.

VII. CONCLUSION

In this paper, a systematic methodology has been proposed
to select appropriate design-specific metrics for simultaneous
optimization of power and performance in leakage dominant
CMOS technologies. The methodology incorporates intercon-
nect effects as well as electrothermal couplings between var-
ious design parameters such as power, operating temperature,
and performance. It is demonstrated that the metric evaluated
by the proposed methodology provides a more meaningful basis
to optimize supply and threshold voltages under design-specific
constraints as compared to traditional methodologies. While de-
sign tradeoffs are traditionally made using electrical parame-
ters, this work introduced a new technique by which circuit de-
signers can comprehend the implications of design choices on
chip-scale thermal management issues including maximum al-
lowable operating temperature and packaging/cooling solutions
and vice-versa. In addition, it was shown that the design-specific
optimization metrics need to be adaptive to increasing leakage
and process variations with technology scaling.
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