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Abstract—The vast majority of commercially available isolated word recognizers use a filter bank analysis as the front end processing for recognition. It is not well understood how the parameters of different filter banks (e.g., number of filters, types of filters, filter spacing, etc.) affect recognizer performance. In this paper we present results of performance evaluation of several types of filter bank analyzers in a speaker trained isolated word recognition test using dialed-up telephone line recordings. We have studied both DFT (discrete Fourier transform) and direct form implementations of the filter banks. We have also considered uniform and nonuniform filter spacings. The results indicate that the best performance (highest word accuracy) is obtained by both a 15-channel uniform filter bank and a 15-channel nonuniform filter bank (with channels spacing along a critical band scale). The performance of a 15-channel critical band filter bank is almost as good as that of the two best filter banks. In comparison to a conventional linear predictive coding (LPC) word recognizer, the performance of the best filter bank recognizers was, on average, several percent worse than that of an eighth-order LPC-based recognizer. A discussion as to why some filter banks performed better than others, and why the LPC-based system did the best, is given in this paper.

I. INTRODUCTION

SINCE the early 1970's, researchers have been working on building machines that have the ability to communicate with man in his natural method of communication. One research area that has developed from this work is that of speech recognition. The general goal of speech recognition is to understand normal human speech and then to be able to perform some task based on this understanding. This is a very natural goal in that it requires machines to adapt to humans rather than vice versa. In this way speech recognition would provide a convenient method of communication with machines (e.g., computers) via terminals and ordinary telephone handsets.

Progress has been made toward the general goal of speech recognition by imposing some restrictions on the speech input. These restrictions are usually in the form of limits placed on the vocabulary, the set of allowable users, or the mode of the input. The purpose of this last limitation (probably the most severe one) is to restrict the form of input speech to a set of isolated word commands, instead of continuous speech, in order to achieve reliable recognition. With these restrictions speech recognition has made major strides forward in the past decade and several commercial systems have appeared [1]–[6]. These systems are predominantly isolated word speaker-trained systems. The availability of these systems has led to an increased interest in the possibility of producing terminal equipment that uses this new technology. In this type of environ-
recognizer [14], [15]. Even simple questions such as the type of filter bank (FIR or IIR filters), the filter spacing (uniform or nonuniform, nonoverlapping or overlapping), the number of filters, the filter types, etc., have not been systematically investigated for any common vocabulary or recognition system. Other important questions of interest are the ways in which filter bank feature sets are preprocessed and postprocessed for use in conventional dynamic time warping (DTW) structures. The purpose of this paper is to investigate several of the issues mentioned above in order to more fully understand the factors affecting performance of filter bank analyzers in word recognition systems.

An overview of the work presented in this paper is as follows. In Section II the general implementation of a filter bank feature measurement system is described. This section includes a brief description of the overall recognizer as well as the filter bank analyzers. The details of the implementation structures for the different filter banks are discussed in Section III. This is then followed by a description, in Section IV, of the particular filter banks that were studied. In Section V we describe the experiments performed to evaluate the word recognizer, and give word error rate scores for several filter bank analyzers. Finally, a discussion of the results is given in Section VI.

II. GENERAL IMPLEMENTATION OF A WORD RECOGNIZER BASED ON FILTER BANK FEATURE SETS

Fig. 1 shows a block diagram of a filter bank feature measurement system [16]. In this system the speech is first passed through a bank of Q bandpass filters. For the purposes of this study all filters were implemented digitally to facilitate making design changes. This bank of bandpass filters separates the frequency spectrum of interest (in our case 100-3200 Hz since we are concerned primarily with telephone-based systems) into various frequency bands. In existing systems (i.e., commercial or experimental word recognizers) the number of filters (Q) has varied from 3 to 32. In part, this is because many of the filter bank analysis systems for speech recognition are based on designs used in vocoder applications. The spacing of these filters is usually such that they are continuous over the frequency spectrum and the composite spectrum of the overall filter bank is essentially flat (i.e., no sharp valleys between adjacent filters). This assures that equal weighting is given to all frequencies of the spectrum of interest. The frequency spacing of the filters in the filter bank can be determined in a number of ways. A fairly standard technique is to divide the frequency spectrum uniformly and to space the filters on a uniform frequency scale. Other possibilities are to space the filters equally on a logarithmic frequency scale (e.g., octave or \(\frac{1}{2}\) octave spacing) or along a frequency scale related to a speech information measure such as the articulation index.

As shown in Fig. 1, the output of each bandpass filter is generally passed through a nonlinearity such as a square-law detector or a full-wave rectifier. This nonlinearity has the effect of nonuniformly distributing the original band-limited signal energy over the entire frequency spectrum. However, the signal energy at low frequencies is generally proportional to the total band-limited signal energy. Thus, when this nonlinearity is followed by a low-pass filter, the output of the low-pass filter is a measure of the energy of the speech signal in the particular frequency band. This low-pass filter is then decimated at a rate twice that of the low-pass filter cutoff frequency, typically 40-60 Hz. For purposes of dynamic range compression, the energy is encoded by a logarithmic transformation. The set of energy values, at each instant of time, constitute a Q-dimensional feature vector. The time variation of these feature vectors defines a pattern for the speech. Thus, if we denote the signal, at time \(m\), for filter channel \(i\), as \(X_i(m)\), then the feature vector at time \(m\) is

\[
X(m) = \{X_1(m), X_2(m), \cdots, X_Q(m)\}
\]

and the pattern \(T\), defined for \(m = 1, 2, \cdots, M\), is

\[
T = \{X(1), X(2), \cdots, X(M)\}.
\]

Fig. 2 shows a block diagram of the overall word recognition system based on a filter bank analysis. Following filter bank analysis the pattern is subjected to a postprocessor which provides some time and/or frequency normalization to the filter bank output vectors. Although a variety of techniques could be used in the postprocessor, we have used only two of them, namely channel thresholding (to further reduce dynamic range of the channel energies) and energy normalization. We describe these procedures in Section II-A.

Following postprocessing, the modified pattern is either used in a training mode to obtain speaker-dependent, word reference templates, or in a testing mode to compare against stored reference patterns (using a DTW alignment and distance algorithm), and to give word distance scores which are then passed on to a decision box to choose the "recognized" word. The word endpoint detector, training procedure, DTW alignment
Algorithm, and decision boxes are similar to those used previously in the LPC-based word recognizer [7]-[10].

A. Channel Thresholding and Energy Normalization

As mentioned above, the first step in the postprocessing of the channel signals is to apply a threshold to limit the dynamic range of the channel signals. The purpose is to prevent a channel signal from varying too much at times when essentially no speech signal is present in that band. At such times the channel output varies greatly depending on the background noise level. By applying a threshold so that signal levels below the threshold are clamped at the threshold value, much less sensitivity to background noise is achieved.

In a practical isolated word recognizer, channel thresholding is achieved automatically by the quantization inherent in each channel of the recognizer. We have used the channel clamping at a fixed threshold to model just the finite dynamic range of such a practical quantizer. We have found, in practice, that for clamping thresholds on the order of 50 dB below peak signal, as used here, the clamping threshold is applied only rarely, and has the effect of clamping large spectral differences for extremely low level channel signals.

In particular, for each channel and for each word, the peak signal level in each band, $X_i$ is obtained as

$$X_i = \max_{1 \leq m \leq M} \{X_i(m)\}$$

and the threshold for the $i$th channel is set at

$$T_i^* = X_i - T^*$$

where $T^*$ is a parameter of the recognition system. For telephone inputs, where the average signal-to-noise ratio is about 35 dB, and typical peak signal-to-noise ratios are 50 dB, a value of $T^* = 50$ (dB) is used. The specific choice of $T^*$ is not terribly important as long as $T^*$ is in the range of 50 (dB). The major effect of a finite value of $T^*$ (rather than $T^* = \infty$) is to eliminate gross recognition errors due to widely varying signal energies in bands with no speech energy.

Fig. 3 illustrates the use of thresholding on a typical channel output. Fig. 3(a) shows the original channel energy (for a typical channel for the word /repeat/) and Fig. 3(b) shows the thresholded channel output (in b the peak energy is normalized to 0 dB). It can be seen that three regions of the pattern were clamped at the threshold, two within the word (from $T_1$ to $T_2$ and from $T_3$ to $T_4$) and one at the end of the word (from $T_5$ to $T_6$). It was found that without such thresholding, errors in matching in the regions of low energy (the clipping regions) led to gross recognition errors in some cases.

The second function of the postprocessor is a level normalization to compensate for variations in speech level from utterance to utterance. For each frame $X(m)$, the average value $\bar{X}(m)$ is calculated as

$$\bar{X}(m) = \frac{1}{Q} \sum_{i=1}^{Q} X_i(m)$$

and the “average normalized” feature vector $\tilde{X}(m)$ is given as

$$\tilde{X}(m) = X(m) - \bar{X}(m)$$

with components

$$\tilde{X}_i(m) = X_i(m) - \bar{X}(m).$$

It should be clear that if a feature set $T$ is derived from the speech signal $s(n)$, the feature set $T'$ derived from

$$s'(n) = \alpha s(n)$$

is identical to $T$ after the average normalization of (5)-(7) is carried out. Thus, this processing correctly handles simple gain variations. It should also be clear that the ordering of the thresholding and average normalization operations is important. The thresholding procedure should be done before the average normalization to more closely approach equal average levels for both reference and test frames.

The reader should be aware that the mean normalization technique described here has been found to perform well in practice with our recognition system. However, we make no claims as to its optimality; hence, alternative normalization schemes may work as well or better for this and other recognizers.
B. Modifications of the DTW Algorithm

As mentioned previously, the DTW algorithm designed for the LPC-based feature set was used in the filter bank recognizer. Only one simple modification was required in the local distance calculation to replace the log likelihood distance measure used for LPC coefficients. The local distance between the test $T$ at frame $m$, and a reference $R$ at frame $n$ is the simple absolute value distance

$$d_{mn} = d(T(m), R(n)) = \sum_{i=1}^{Q} |T_m(i) - R_n(i)|.$$

This distance metric was chosen because of the simplicity of implementation (no multiplies, $Q$ additions and subtractions) and because it has been shown to work well in practice [17], [18]. Alternative distance metrics for speech recognition have been proposed by Klatt [19], but have not been studied here.

III. GENERAL DESIGN OF THE ANALYSIS FILTER BANKS

A variety of considerations goes into the choice of filters for the filter bank of Fig. 1. The first issue that had to be resolved was the type of filter used for the bandpass filters in the structure. The possible choices include finite impulse response (FIR) and infinite impulse response (IIR) filters. Because of their linear phase properties and because simple implementations are possible, FIR filters were chosen for the bandpass filters [20].

Once we have decided on using FIR filters for the bandpass filters, the next question is the number of filters, $Q$, and the filter spacing. The choice of a value for $Q$ depends upon the intended application of the spectrum; values of $Q$ from 10 to 32 have typically been used in vocoder applications [21]. For (axis crossing) estimation of formant frequencies or gross measures of the spectrum, smaller values of $Q$ (3-7) have been used. For recognition purposes it is not clear just how many filters are required.

The second issue in the design of the analysis filter bank is the filter spacing. One standard method is to design a uniform filter bank in which the center frequency $f_i$ of the $i$th channel is

$$f_i = \frac{F_s}{N} \cdot i, \quad i = 1, 2, \ldots, Q$$

where $F_s$ is the sampling rate of the input, $N$ is the number of filters that span the baseband frequency of the signal, and $Q$ satisfies the property

$$Q \leq N/2$$

since channels for $i > N/2$ are mirror images of those for $i < N/2$.

An alternative filter bank design is to choose channel bandwidths equally spaced on a logarithmic frequency scale. If we define channel bandwidths $\Delta F_i$ as

$$\Delta F_i = C \cdot \Delta F_{i-1}, \quad i = 2, 3, \ldots, Q$$

then channel center frequencies are given as

$$F_i = \sum_{j=1}^{i} \Delta F_j + F_0 + \frac{\Delta F_1}{2}$$

where $F_0$ is the lower frequency of the first band. Fig. 4(a) illustrates an octave band filter bank design ($\alpha = 2$) for $Q = 4$ with $F_s = 6400$ Hz. For this example $C = 200 = F_0$. Clearly, $F_0$ could be lower (i.e., the first channel could go from say 100 to 300 Hz) and all other properties of the filter bank would be preserved. In Fig. 4(b) a 12-channel $\frac{1}{3}$ octave ($\alpha = 4/3$) filter bank design is also given with $F_0 = 200$, and $C \approx 50$.

Alternative ways of choosing filter spacings are available including the so-called critical band [22] filter banks (with channels uniform until about 1000 Hz and then logarithmic above 1000 Hz), and arbitrarily spaced filter banks where other considerations are used in designing the individual filters. Fig. 5 illustrates a 7-channel critical band filter bank design. We will discuss these filter banks more in Section IV.

Once we have designed the necessary bandpass filters, the next step is to choose the nonlinearity and design the required low-pass filter. The nonlinearity chosen for this study was a full-wave rectifier. This is standard for most filter bank applications. For the low-pass filter, an infinite impulse response (IIR) filter was chosen because of the narrow bandwidth of the filter. An FIR filter would have required a prohibitively long impulse response. The cutoff frequency of the low-pass filter was chosen to be 30 Hz to allow for sampling the channel outputs at a rate of 67 Hz. The desired low-pass filter was realized using a third-order Bessel IIR filter. The impulse and frequency responses of this filter are shown in Fig. 6.

A. Implementations of the Bandpass Filters

Since each of the bandpass filters is an FIR design, the entire analysis filter bank can be implemented in a direct form structure in which the bandpass output signal is obtained as the convolution of the input signal with the filter impulse response. Thus, if we define the input to the $i$th bandpass filter as $s(n)$, the impulse response of the filter as $h_i(n)$, and the output $y_i(n)$, we get

$$y_i(n) = \sum_{m=0}^{L_i-1} h_i(m) s(n-m)$$

where $L_i$ is the duration of the impulse response $h_i(m)$. Technically $y_i(n)$ need only be computed at a rate twice the bandwidth of the bandpass filter. However, if we use highly non-uniform bandwidths for the individual filters, and if we desire to keep the sampling rates of each channel the same, then we can only achieve a 2-to-1 reduction in sampling rate for some of the filter banks (in particular the octave-spaced design). For such filter banks there is very little gain in lowering the sampling rate of the bandpass filter outputs. Since we follow the bandpass filtering by a nonlinearity, it was decided to keep the sampling rate at the original sampling rate to minimize the frequency distortions due to the nonlinearity.

For the uniform filter banks, however, an alternative, more efficient implementation is possible using discrete Fourier transform (DFT) structures. Each bandpass filter response
$h_i(n)$ can be represented as a frequency modulated low-pass filter, i.e.,

$$h_i(n) = w(n) e^{j2\pi f_i n}$$  \hfill (15)

where $w(n)$ is the FIR prototype low-pass filter, and the factor $e^{j2\pi f_i n}$ modulates the center frequency of the filter from 0 frequency to frequency

$$f_i = \left( \frac{F_i}{N} \right) \cdot i.$$ \hfill (16)

Then we can write the response of the $i$th bandpass filter as

$$y_i(n) = \sum_{m=-\infty}^{\infty} x(m) w(n - m) e^{j(2\pi/N)F_i(n - m)}$$ \hfill (17a)

$$= e^{j(2\pi/N)F_i n} \sum_{m=-\infty}^{\infty} [x(m) w(n - m)] e^{-j(2\pi/N)F_i m}. \hfill (17b)$$

Equations (17a) and (17b) show that $y_i(n)$ could be computed by multiplying the input signal $x(n)$ by the time reversed and shifted window $w(n - m)$, taking an $N$-point DFT of the product, and then modulating the resulting signal by the factor $e^{j(2\pi/N)F_i n}$ (to give a bandpass signal). If we consider all $N$ DFT outputs of (17) we see that the terms for $i = 1, 2, \cdots, Q$ define the $Q$ desired filter outputs (in complex form) and the terms for $i = 0$ and for $i > Q$ are for frequency bands that are of no interest. Hence, we have an efficient implementation of a $Q$ channel uniform filter bank if the center frequencies obey (16), if the filters obey (15), and if the required value of $N$ is a power of 2.

Fig. 7 shows a summary of the required processing for implementing the uniform filter bank based on the DFT structure. The input signal is multiplied by the time reversed and shifted low-pass window $w$, an FFT is taken, and the complex modulation factors are applied. There is a consideration that needs to be discussed to complete the implementation. If we define the length of the prototype low-pass filters as $L$ samples, then when $L > N$ special care must be exercised to create the $N$-point signal needed for the DFT implementation. In these cases Schafer and Rabiner [17] have shown how the $L$-point signal $x(m) w(n - m)$ can be time aliased onto itself to give the $N$-point signal $x(m)$, by forming the sequence
Fig. 7. Summary of processing necessary to obtain $N$-point windowed sequence to be used to calculate filter bank outputs.

\[
\hat{x}(m) = \sum_{r=-\infty}^{\infty} x(m + rN) w(n - m - rN)
\]

This aliasing process is illustrated in Fig. 7. Fig. 7(a) shows $x(m)$, Fig. 7(b) shows the low-pass response $w(n - m)$, and Fig. 7(c) shows the product which is nonzero for $m = n - L + 1, \ldots, n$. Fig. 7(d) shows the principle components of (18).

Fig. 8 shows a block diagram of the uniform filter bank feature analysis system. This system is a block processing system in which a frame of $L$ speech samples is processed to yield a single feature vector. This is done by taking advantage of the fact that the window is nonzero for only $L$ time samples. Thus, to obtain a feature vector, the speech signal is blocked into $L$ sample sections (frames) for feature measurement. Consecutive frames are spaced $M$ samples apart. Clearly, the choice of $M$ determines the sampling rate at the output of the filter bank.

If we denote the $i$th frame of speech as $x_i(l)$, we have

\[
x_i(l) = x(Mi + l) \quad i = 0, 1, \ldots, L - 1
\]

where $i = 0$ is the first frame and $i = L - 1$ is the $i$th frame of speech. Next, these frames of speech are multiplied by the time-reversed low-pass window resulting in the windowed signal $\hat{x}_i(l)$

\[
\hat{x}_i(l) = x_i(l) \cdot w(L - 1 - l).
\]

The windowed signal is then time-aliased as shown in (18) to obtain the desired $N$-point signal $\hat{x}_i(m)$. The next step in the analysis is to calculate the DFT of this signal resulting in the filter bank outputs. These filter bank outputs are then demodulated to give $\hat{X}_i(e^{j(2\pi/N)k})$ as

\[
\hat{X}(e^{j(2\pi/N)k}) = \text{Re} \{X_i(e^{j(2\pi/N)k}) \cdot \cos (\theta_i) + \text{Im} \{X_i(e^{j(2\pi/N)k}) \cdot \sin (\theta_i)
\]

where

\[
\theta_i = 2\pi \cdot \text{mod}_N((i - 1) \cdot M \cdot K)/N.
\]

From the above discussion it can readily be seen that the design of a uniform filter bank reduces to choosing a value for $Q$ (the number of filters) and designing an appropriate low-pass window.

IV. DESIGN OF THE FILTER BANKS

A. Uniform Filter Bank Designs

For the uniform filter banks, the design involves choosing the number of filters and then designing an appropriate window (low-pass filter). In this study we chose to look at four different values of $Q$, namely, 3, 7, 15, and 31 (filters). These values correspond to the calculation of 8, 16, 32, and 64 point FFT's, in the structure of Fig. 7, respectively. With these choices for $Q, M$ (the frame shift) was chosen to be 10 samples for the first three filter banks and 25 samples for the 31-channel filter bank. This results in sampling rates of 667 Hz (for $M = 10$) and 267 Hz (for $M = 25$) at the output of the filter banks. The lengths of the windows used to implement the filter banks were 51, 51, 101, and 201 samples, respectively.

To design the low-pass window function it was decided that a Kaiser window should be used [23]. This window type has the property that it is the finite duration sequence that has the maximum spectral energy contained in the main lobe. This window was used in two different ways. The first was to use
the Kaiser window to design an appropriate low-pass filter by using the well known window design technique [24]. When the Kaiser window is used in this manner it has the desirable property that the composite spectrum of the filter bank is extremely flat [25]. The second way to use the window directly, since the window is essentially a low-pass filter with poor frequency characteristics. When used in this manner the composite spectrum is not flat, but contains valleys between adjacent filters in the filter bank. The premise that a flat composite spectrum is necessary to obtain good recognition accuracy could be tested in this way. The results of the window design for \( Q = 15 \) are shown in Figs. 9 and 10. In Fig. 9(a) the time response of the low-pass window is plotted. Fig. 9(b) shows the frequency responses (log magnitudes) of the individual filters in the 15-channel filter bank. Fig. 9(c) shows the composite spectrum of the overall 15-channel filter bank. It can be seen that the composite spectrum is essentially flat over the frequency range of the filter bank.

Fig. 10 shows a similar set of plots for the 15-channel filter bank where the Kaiser window is used directly. In this case, the individual filters are narrower in bandwidth and the overall filter bank shows 18 dB gaps at the boundaries between each filter.

In this study a set of eight uniform banks were designed—four using the Kaiser window directly, and four using the Kaiser window to aid in designing a window-based low-pass filter. The specifications of each of the four basic Kaiser windows are given in Table I which shows values of \( Q \) (number of filters), \( L \) (impulse response duration), \( M \) (frame shift), \( \beta \) (normalized bandwidth of the Kaiser window), and \( \alpha \) (peak side-lobe attenuation of the resulting low-pass filter). Values of \( \alpha \) from 53 to 60 dB were attained for the four designs.

**B. Nonuniform Filter Banks**

For the nonuniform filter banks we chose to investigate three different filter bank spacings; octave spacing, critical bands, and \( \frac{1}{3} \) octave spacing. In particular we considered 4-, 7-, and 12-channel filter banks for the octave, critical band, and \( \frac{1}{3} \) octave filter banks. The ideal filter characteristics of a 4-channel octave-band filter bank were shown in Fig. 4(a) when the band of interest was from 200 to 3200 Hz. Similarly, the ideal filter characteristics of a 12-channel \( \frac{1}{3} \) octave filter bank were shown in Fig. 4(b). Plots of the actual filter characteristics for both the octave and \( \frac{1}{3} \) octave filter banks are given in Figs. 11 and 12. These figures show plots of the log magnitude responses of each of the channels and also the composite frequency response of the filter bank. The ideal filter characteristics of the filters in the critical band filter bank are based on the articulation index [22] and were shown in Fig. 5. The filters in this filter bank were spaced to incorporate two critical bands in each filter. A plot of the actual filter characteristics and the composite spectrum for the critical band filter bank is given in Fig. 13.

In addition to the above set of uniform and nonuniform filter banks, two specially designed nonuniform filter banks were studied. The first was a 5-channel filter bank designed for use in the IBM speech terminal by Silverman and Dixon [26]. For use in a recognition system based on telephone quality speech, the cutoff frequencies of the lowest and highest frequency bands were suitably changed to 200 and 3200 Hz, respectively. As a result of the changes made to these low and high frequency cutoffs, the performance of this modified IBM filter bank need not reflect the performance of the original 5-channel filter bank as designed by Silverman and Dixon. Fig. 14 shows plots of the log magnitude responses of the five channels of this filter bank, and the composite frequency response. The composite frequency response is seen to be essentially flat from 200 to 3200 Hz, and each individual channel provides about 70 dB of out-of-band signal rejection.

The second specially designed filter bank was based on the system by Martin [27]. The filters used were spaced along critical bands; however, the frequency selectivity of these fil-
TABLE I
UNIFORM FILTER BANK DESIGN PARAMETERS

<table>
<thead>
<tr>
<th>Q</th>
<th>L</th>
<th>M</th>
<th>β</th>
<th>α (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>51</td>
<td>10</td>
<td>5.65</td>
<td>60.00</td>
</tr>
<tr>
<td>7</td>
<td>51</td>
<td>10</td>
<td>4.961</td>
<td>53.72</td>
</tr>
<tr>
<td>15</td>
<td>101</td>
<td>10</td>
<td>4.864</td>
<td>52.84</td>
</tr>
<tr>
<td>31</td>
<td>201</td>
<td>25</td>
<td>4.864</td>
<td>52.84</td>
</tr>
</tbody>
</table>

Fig. 11. Results of octave filter bank design. The response of the individual channels and the composite are shown.

Fig. 12. Results of $\frac{1}{3}$-octave filter bank design. The responses of the individual channels and the composite are shown.

Fig. 13. Results of critical-band spaced filter bank design. The responses of the individual channels and the composite are shown.

Fig. 14. Results of redesigned IBM filter bank. The responses of the individual channels and the composite are shown.

The results were very poor (the ratios of center frequency to bandwidth were about 8). This poor frequency selectivity was chosen to provide good time resolution. Plots of the individual channel frequency responses as well as the composite frequency response are given in Fig. 15. A slight nonflat overall frequency response is seen in this figure. The filters in this filter bank are highly overlapping in contrast to all previous cases where there was little or no filter overlap.

Table II shows the actual bandpass filter cutoff frequencies, the resulting passband and stopband ripples, and the actual FIR filter lengths for the 4-channel octave band design, the 5-channel IBM design, the 7-channel critical band design, and the 12-channel $\frac{1}{3}$ octave design. Table III gives the filter center frequencies ($f_c$) and filter durations for the 13-channel filter bank.

C. Summary of Filter Banks

A total of 13 filter banks were implemented and studied. Eight of the filter banks were uniformly distributed in frequency with as few as 3 and as many as 31 channels covering...
in order to evaluate the effects of filter bank parameters on speaker-trained isolated word recognition accuracy, a 39 word vocabulary which consisted of the alphabet, the digits, and three command words (STOP, ERROR, and REPEAT) was chosen. This vocabulary was selected for its high degree of complexity and moderate size [28]. The measured recognition accuracy for this vocabulary has been shown to be relatively low in previous tests [10], [29]. Thus, small differences in system performance can often be reliably measured with a reasonable size set for this vocabulary.

To evaluate the recognition performance of the filter banks, a set of reference patterns was collected for several talkers over a several week period. These reference patterns consisted of a set of 39 robust tokens, one for each of the words in the vocabulary [30]. This was done for each of four talkers (two male, two female) for all thirteen filter banks. Each of the four talkers had participated in a wide variety of offline tests and recorded several weeks later. In this manner a total of 390 isolated-word inputs for each of the four speakers was obtained. Each of the isolated words (for both the reference and test recordings) was obtained by flashing the word on a video monitor and asking the talker to speak the word after hearing an appropriate starting cue (a beep). An automatic word endpoint detector was used to locate word boundaries [31]. About 2 percent of the words (all of these occurred for one of the four talkers) had endpoint errors which were corrected manually.

A modified form of the robust training procedure [30] was used to provide a single reference template from the set of reference tokens for each talker. The modification consisted of using filter bank channel signals in place of the LPC vectors of the standard robust training algorithm. The philosophy of the robust training procedure was preserved in the modified algorithm.

For each test set three experiments were performed. The first consisted of testing each filter bank with the entire test set for each of the four talkers. The measure of performance for this experiment was the error rate as a function of the

V. DESCRIPTION OF EXPERIMENTS AND RESULTS

Table I

<table>
<thead>
<tr>
<th>Channel</th>
<th>Lower Stopband Frequency (Hz)</th>
<th>Upper Stopband Frequency (Hz)</th>
<th>Lower Passband Frequency (Hz)</th>
<th>Upper Passband Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>3200</td>
<td>300</td>
<td>350</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>400</td>
<td>500</td>
<td>600</td>
</tr>
<tr>
<td>3</td>
<td>400</td>
<td>500</td>
<td>600</td>
<td>700</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>600</td>
<td>700</td>
<td>800</td>
</tr>
</tbody>
</table>

Table II

Design Parameters for Nonuniform Filter Banks

\( Q = 4, 5, 7, 12, F_s = 6.67 \text{ kHz} \)

<table>
<thead>
<tr>
<th>Channel</th>
<th>Lower Stopband Frequency (Hz)</th>
<th>Upper Stopband Frequency (Hz)</th>
<th>Lower Passband Frequency (Hz)</th>
<th>Upper Passband Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150</td>
<td>250</td>
<td>350</td>
<td>450</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>350</td>
<td>450</td>
<td>550</td>
</tr>
<tr>
<td>3</td>
<td>350</td>
<td>450</td>
<td>550</td>
<td>650</td>
</tr>
<tr>
<td>4</td>
<td>450</td>
<td>550</td>
<td>650</td>
<td>750</td>
</tr>
<tr>
<td>5</td>
<td>550</td>
<td>650</td>
<td>750</td>
<td>850</td>
</tr>
</tbody>
</table>

Table III

Design Parameters for 13-Channel Nonuniform Filter Bank

\( L = 201 \)

<table>
<thead>
<tr>
<th>Channel No.</th>
<th>Center Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>260</td>
</tr>
<tr>
<td>2</td>
<td>395</td>
</tr>
<tr>
<td>3</td>
<td>535</td>
</tr>
<tr>
<td>4</td>
<td>685</td>
</tr>
<tr>
<td>5</td>
<td>841</td>
</tr>
<tr>
<td>6</td>
<td>1011</td>
</tr>
<tr>
<td>7</td>
<td>1198</td>
</tr>
<tr>
<td>8</td>
<td>1465</td>
</tr>
<tr>
<td>9</td>
<td>1635</td>
</tr>
<tr>
<td>10</td>
<td>1892</td>
</tr>
<tr>
<td>11</td>
<td>2179</td>
</tr>
<tr>
<td>12</td>
<td>2505</td>
</tr>
<tr>
<td>13</td>
<td>2865</td>
</tr>
</tbody>
</table>

the baseband of interest (200-3200 Hz). The remaining five filter banks were implementations of octave band, \( \frac{1}{3} \) octave band, critical band, and two specially-designed filter banks. In the next section we describe the experiments used to measure the performance of each of the filter banks in a speaker-trained isolated word recognition test.
candidate position \( C \). This error measure is defined to be the percentage of correct words which are not in the top \( C \) word choices. For most applications the results for \( C = 1 \) (top candidate) provide the best measure of recognizer performance. For some tasks, however, it is reasonable to compare error rates for \( C > 1 \) since task syntax can be used to detect and correct errors in the top \( C \) recognition choices [14]. Using standard statistical tables, it can be shown that at the 99 percent confidence level, a difference of about 1.5-2 percent in error rate is statistically significant.

The second experiment consisted of measuring the performance of a standard LPC system [7]-[10] on each test set used in the first experiment. The performance measure for this experiment was again the error rate as a function of the candidate position. The purpose of this experiment was to determine the relative performance of the LPC and filter bank systems.

The third experiment evaluated the performance of both LPC and filter bank systems with a subset of the original test set. This subset consisted of only the digits vocabulary. This vocabulary was chosen because of its low complexity and small size, and because the digits are widely used in many applications. In this way, differences in performance on a simple recognition task could be measured. This experiment was carried out by using the 100 digits of the 390 isolated word inputs in the original test set. The measure of performance for this experiment was the error rate of the first candidate only.

A. Results for Experiment 1

The results of experiment 1 are given as a series of plots of average word error rate for each talker as a function of either best candidate position or the number of channels in the filter bank.

The results for the uniform filter banks are given in Figs. 16 and 17. Fig. 16 shows plots of average word error rate versus candidate position for each of the filter banks for each talker. Fig. 16(a) and (b) corresponds to male talkers while Fig. 16(c) and (d) corresponds to female talkers. The solid curves are for filter banks using window designed low-pass filters and the dashed curves are for filter banks using the window itself as the low-pass filter. The reader should note the different scales on the ordinates for different talkers.

Two general trends emerge from the curves of Fig. 16. First we see that the word error rates differ greatly among talkers, i.e., the first talker had about an 8.5 percent word error rate \((C = 1, Q = 15, \text{window design})\), whereas the fourth talker had an 18.5 percent word error rate with the same conditions. This variation in error scores is typical for the alphadigits vocabulary [25], and the scores of the four talkers fall within the normally expected range.

The second trend seen in the curves of Fig. 16 is that the uniform filter banks with a flat composite spectrum (solid curves) generally do better than those having the same number of channels with a composite spectrum which contains valleys (dashed curves). This result is independent of the number of channels of the filter bank with only one exception. This exception is for the first talker and the 3-channel uniform filter bank. Because of the poor performance of the 3-channel uniform filter bank this deviation has little significance.

Fig. 17 shows plots of the average word error rate versus \( Q \), the number of channels in the filter bank, for three values of \( C \) \((C = 1, 2, 5)\), and for each talker. Here we see two different trends depending upon the sex of the talkers. For the males it can be seen that as \( Q \) increases to 31 the word error rate has a tendency to steadily decrease. Conversely, for females as \( Q \) increases beyond 15 the error rate has the tendency to increase substantially. This effect occurs because as the number of channels increases, the bandwidth of the filters decreases, and at some point the bandwidth becomes small enough to that there is a high probability that there will be no energy from the speech signal present in a particular band. When this occurs the pattern matching algorithm effectively attempts to
match random background level energies. For such cases substantial variability in channel distances leads to increased word error rate. This effect occurs predominantly for female talkers because for voiced sounds only a few harmonics are present in the speech due to the high female pitch. Therefore, the likelihood of a fixed bandwidth channel measuring only background noise is higher for females than for males.

The results for the nonuniform filter banks are given in Figs. 18 and 19. Fig. 18 shows plots of average word error rates versus candidate position for each of the filter banks for each talker. As was the case with the uniform filter banks, we see that the word error rate curves differ greatly among talkers. In Fig. 19 it is shown that the 13-channel filter bank does not follow the trend (for the females) of increasing error rate as the number of filters increases. This is due to the fact that the

13-channel filter bank consisted of poor frequency resolution, good time resolution filters. Because of this, the probability of a single filter measuring only background noise for high-pitched female talkers is greatly reduced.

B. Results of Experiment 2

The results of the recognition experiment using a standard LPC system are given in Fig. 20 which shows comparisons between average word error rates versus candidate position for both the LPC system and the four best filter systems. As with the filter bank systems, a great deal of variation of perfor-

These were the 7- and 15-channel uniform filter banks, and the 7- and 13-channel nonuniform filter banks.
TABLE V

<table>
<thead>
<tr>
<th>Talker Number</th>
<th>Q (Uniform)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>MEAN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q (Non-Uniform)</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>7.0</td>
<td>5.0</td>
<td>1.0</td>
<td>7.0</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.0</td>
<td>0.0</td>
<td>3.0</td>
<td>3.0</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

formance is observed between talkers. The results for the standard LPC system are given in Table IV along with those of the four best filter banks. The data in Table IV show that the LPC system has, on average, a 4 percent lower error rate for the first candidate position than the best of the filter bank recognizers. It can also be observed that as C increases to 5, the performance of both types of systems are equal, to within statistical variations.

C. Results of Experiment 3

The results of the third experiment, in which the vocabulary was limited to include only the digits, are given in Table V which shows the number of errors made for each talker on this vocabulary for several filter banks and for the LPC recognizer. The data given in this table show that, for the digits vocabulary, the performance of the filter bank systems is nearly identical to that of the LPC system.

VI. DISCUSSIONS

The results presented in Section V lead to the following conclusions.

1) Filter bank recognizer performance degrades for filter banks with too few filters (Q in the range of 3) or too many filters (Q in the range of 31) for nonoverlapping filter banks. The reasons for this degradation in performance are that for small values of Q the system is giving very poor frequency resolution leading to an inability to discriminate between words, and for large values of Q the individual filters become so narrow in bandwidth that they are often measuring noise rather than speech. This effect is especially pronounced for female talkers (with high pitch) since the speech harmonics are widely spaced; and for large values of Q the signal occurs in a given band. In such cases the measured level of the pattern (either reference or test) is highly variable, and again leads to large random distance components in comparing test and reference patterns.

2) For all filter banks (both uniform and nonuniform) the composite spectrum should be essentially without sharp valleys (i.e., flat or slowly changing as from a mild preemphasis) so as to retain all the information about the speech spectrum in the analysis.

3) For nonuniform filter banks, the recognizer performance obtained when the filters were spaced along a critical band frequency scale was significantly better than when the filters were spaced along octave bands, \( \frac{1}{3} \) octave bands, or arbitrary spacings. The critical band scale is essentially a linear frequency scale in the range 100–1500 Hz and becomes highly nonlinear above this frequency range. Hence, the critical band scale can be considered a modified uniform scale so this result indicates that a uniform frequency spacing up to 1500 Hz is desirable for filter bank systems.

4) The performance of 7-band and 13-band critical band filter banks was statistically the same as for 7-band and 15-band uniform filter banks. Again this result reflects the similarities between both types of filter banks in the important frequency range from 100 to 1500 Hz.

5) The performance of the LPC-based word recognizer was statistically better than that of any of the filter bank recognizers (for the conditions studied) for the 39 word alphadigits vocabulary. In particular, the average error rate for the LPC recognizer was about 4 percent lower than that of the best filter bank recognizer. (The reader will recall that a 1.5–2 percent improvement in performance is statistically significant at the 99 percent confidence level.) For the digits vocabulary, the performances of both the LPC and the best filter bank recognizers were comparable with error rates close to 0 percent.

A key question raised by the above results is why does the LPC-based recognizer perform better than any of the filter bank recognizers? A related question is why did White and Neely, in a classical comparison of LPC and filter bank systems [13], find comparable performances for both systems using the same alphadigits vocabulary? The answers to these questions are fundamental and are related to the basic ideas behind parametric models of LPC and filter banks. A Q-band filter bank analysis, as seen in Fig. 1, is a fixed quantization of the frequency axis into Q regions. The designer of the filter bank has freedom to choose the value of Q and the way in which the frequency scale is subdivided; however, once chosen, this fixed frequency quantization is applied to all talkers, words, etc. Problems arise when relevant information in a pattern (e.g., for a word) lies at the edge of a band (and hence is present in one band during training, and a different band during testing) because large differences in band energy between test and reference are often obtained. Other problems arise when, during the course of a word, little or no energy of the speech signal occurs in a given band. In such cases the measured level of the pattern (either reference or test) is highly variable, and again leads to large random distance components in comparing test and reference patterns.

LPC analysis, on the other hand, is an adaptive frequency quantization analysis procedure in that the Q poles of approximation (for a Qth-order analysis) distribute themselves to occur where the speech spectrum has the most energy. Hence, differences in frequency locations of speech energy between reference and test are reflected as movements of the speech poles (resonances) and generally lead to distances proportional to the magnitude of the difference in frequency location. Thus, the distance function for LPC recognizers is far better behaved than the distance function for filter bank recognizers when differences occur between test and reference patterns.

One simple way of illustrating the relative sensitivity of filter bank and LPC-based recognizers is to show plots of the differential distance histograms of both systems for correct recognitions and for errors. The differential distance is defined as the
magnitude of the difference in distance between the best reference which is not the spoken word, and the reference which represents the spoken word, i.e.,

\[
\Delta D = |d(T, R_{i*}) - d(T, R_j*)|
\]

where \(d(T, R_{i*})\) is the distance between the test and the reference corresponding to the test word, and \(d(T, R_j*)\) is the distance between the test and the best reference which does not correspond to the test word. Figs. 21 and 22 show histogram plots of \(\Delta D\) conditioned in correct recognition [Fig. 21(a)] and incorrect recognition [Fig. 21(b)] for the LPC recognizer and the 15-channel uniform filter bank (Fig. 22) for one of the four talkers. Table VI gives statistics on average distance and average separations for the best filter banks and for the LPC system. For the LPC system the differential distance tends to be large for correct recognition and small for incorrect recognition, indicating high confidence in the recognition decision when correct and low confidence (high uncertainty) when incorrect. For the filter bank system the differential distance (suitably normalized) is somewhat smaller for correct recognition than for the LPC system, and somewhat larger for incorrect recognition. This result indicates poorer confidence in the recognition system, when correct, and lower uncertainty in the decision when incorrect.

The question then remains as to why White and Neely found comparable performance for LPC and filter bank recognizers, and why most commercial systems use filter banks. The answers to this question are related to the differences in implementation and application of the recognizers. In the White and Neely study (as well as for most commercial systems) the input speech is wide-band and includes frequencies up to about 7 kHz. (White and Neely sampled the speech for the filter bank system at a 20 kHz rate.) The channels from 3–7 kHz are generally broad bandwidth, high time resolution channels that provide accurate and reliable information about fricative sounds and speech transients (e.g., bursts) and these channels provide the margin of improvement over LPC which makes the overall performance of both systems comparable. Furthermore, commercial systems generally only use very simple, highly structured word vocabularies (e.g., the digits) for which differences in performance between LPC and filter bank systems are negligible.

Another reason for preferring filter bank recognizers over LPC-based recognizers is their robustness to channel noise and
other forms of channel distortion. It is well known [32] that
LPC analysis systems tend to become error prone with high
background noise levels and other transmission distortions,
whereas filter bank systems seem to be far less sensitive to
noise.
Cost is also an important consideration in choosing between
LPC and filter bank analyzers. Filter bank analyzers are lower
in cost than LPC-based systems, although the future availability
of improved integrated circuit signal processors may soon
minimize this cost difference.

VII. SUMMARY
Performance of a wide variety of designs of filter bank word
recognition has been measured for a standard vocabulary of
alphadigit terms. Results indicate that the highest word ac-
curacies are obtained with either 15 filters spaced uniformly
in frequency or 13 filters spaced along a critical band fre-
quency scale. In general, better performance was obtained for
male talkers than for female talkers because of the known in-
teractions between filter bandwidths and pitch harmonic spacings.
In comparison to a standard LPC-based word recognizer,
the performance of the best filter bank system was signifi-
cantly poorer than the LPC system for the alphadigit vocabu-
ary. When the vocabulary complexity was reduced to that of
a digits-only vocabulary, both systems performed equally well.
A discussion of the strengths and weaknesses of the filter bank
processing model for isolated word recognition was given.
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On Temporal Alignment of Sentences of Natural and Synthetic Speech
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Abstract—One way to improve the quality of synthetic speech, and to learn about temporal aspects of speech recognition, is to study the problem of time aligning pairs of spoken sentences. For example, one could evaluate various sets of duration rules for synthesis by comparing the time alignments of speech sounds within synthetic sentences to those of naturally spoken sentences. In this manner, an improved set of sound duration rules could be obtained by applying some objective measure to the alignment scores. For speech recognition applications, one could obtain automatic labeling of continuous speech from a hand-marked prototype to obtain models and/or statistical data on sounds within sentences. A key question in the use of automatic alignment of sentence length utterances is whether the time warping methods, developed for isolated word recognition, could be extended to the problem of time aligning sentence length utterances (up to several seconds long). A second key question is the reliability and accuracy of such an alignment. In this paper we investigate these questions.

It is shown that, with some simple modifications, the dynamic time warping procedures used for isolated word recognition apply almost as well to alignment of sentence length utterances. It is also shown that, on the average, the uncertainty in the location of significant events within the sentence is much smaller than the event durations although the largest errors are longer than some event durations. Hence, one must apply caution in using the time alignment contour for synthesis or recognition applications.

I. INTRODUCTION

The state of the art in speech synthesis by rule is that one can synthesize (from either printed text or from a phonetically based set of input symbols) speech whose intelligibility is quite high but whose naturalness is often poor. One reason for the unnatural quality is the rudimentary state of knowledge as to how to properly control pitch and duration of sounds within a sentence. In order to make improvements in the pitch and duration rules used for synthesis, it would be helpful to be able to compare rule generated synthesis of sentence length material to natural productions of the same sentences. By time aligning events within the sentence, one could modify the duration rules of the synthesizer to improve the quality of the match. By experimenting with a number of sentences (and talkers), one could, hopefully, make major improvements in the duration rules of the synthesizer.

Another area that would benefit from the ability to time align a spoken sentence with another spoken version of the same sentence is speech recognition. One of the most difficult and time consuming problems in building a speech recognizer is collecting data for modeling (statistically or otherwise) the properties of speech sounds. By carefully hand labeling a set of test sentences, one could, in theory, automatically obtain a good set of labels on repetitions of the test sentences by using a time alignment procedure. The time aligned events of