
ECE 248 – Kalman and Adaptive Filtering – HW 1                                                         Due: Oct. 18, 2010                          

                                                                                                                             1 

Homework 1 
 
This homework covers Lecture 2 (Probability) and Lecture 3 (Random Processes).  Although 
there are a large number of problems, the majority should take very little work on your part to 
answer – if you understand the concepts covered in class.  Most problems are taken from Brown 
and Hwang [BH] or from Simon [Si] (see references).  WARNING: The final problem (which 
includes MATLAB programming) may take longer than the rest of the assignment, combined! 
 
 
P1.1 – a) BH.1.8,   b) BH.1.9,  c) BH.1.10, d) BH.1.25  (MATLAB’s “nchoosek” function may help.) 
(15 pts) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P1.2 – a) BH.1.12,  b) BH.1.13,  c) BH.1.20,   d) BH.1.38. 
(15 pts) 
 
 
 

Hint: As a check, total probability must 
sum to 1. 
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P1.3 – BH.2.3. Hint: For the PSD function, use Table A.2 on the last page of this homework. 
(8 pts) 
 
 
 
 
 
 
 
  

Hint: Do part c first. 

Note: To “find” these 
results, provide two 
well‐labeled plots. 
(Again, use Table A.2) 
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P1.4 – BH.1.15 
(9 pts) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                 (c) What is the median time to failure? (As opposed to the mean, in part a.) 
 
 
 
 
P1.5 – BH.1.35. 
(8 pts) 
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P1.6 – a) Si.2.3,   b) Si.2.5,  c) Si.2.8. 
(15 pts) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P1.7 – MATLAB exercise. 
(30 pts) 

a) Write a MATLAB program to solve the following problem.  You are playing a casino 
game where the probability of winning is 0.55 and 1 0.45.  At 
each game event, you bet one unit if and only if your current bankroll, nk, is greater 
than zero.  If you do bet, then: 

Your total current bankroll goes up by one if you win:  1.  
Your total bankroll goes down by one unit if you lose: 1.   

Play continues forever – but you can only bet so long as 0.  If you ever go 
“bankrupt” ( 0), you remain bankrupt forever (regardless of future game 
outcomes).  Begin with an initial bankroll of 2.  The goal of your MATLAB m-
file is to generate the following plots: 
i)  Plot the probability of being bankrupt ( 0) after the kth game event: 

0| 2,  
(Note that this is a cumulative calculation, since going bankrupt at game event 

 results in remaining bankrupt for all .) 
ii) Plot the cumulative expected winnings over time. (EV(nk)-N, the current expect 
value of the bankroll minus the initial bankroll, as a function of k, the number of 
games that have occurred so far. 
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b) Consider a more general form of the game above: i.e., where you either win or lose 

each consecutive bet and where going bankrupt ends all future betting. Find a closed-
form solution to the probability, 0| , ∞ , of ever going bankrupt, given 
you begin with a bankroll of N bet units, and that the probability of winning at each 
step is pw. (Hint: Imagine you start with N=2.  The probability that you would 
eventually end up in a situation where N=1 is identical to the probability that you 
would start at N=1 and eventually end up bankrupt [N=0].  Try to write such a 
relationship algebraically to solve for P(1).) 
 

c) Write a second MATLAB program to solve the following revised betting problem. 
Now, instead of betting a constant amount (1 unit) at each step, you decide to bet a 
fraction of the current bankroll at each step.  (Note we will assume we can bet any 
“fraction” of a monetary unit here, to avoid quantization issues in currency.)  As long 
as you always bet a fraction, 1, of your bankroll at each step, you can never go 
bankrupt, of course.   As in part a), assume 0.55 and 1 0.45.  At 
each step, you will bet 10% ( 0.1  of your current bankroll, Bk.  Your program 
should provide the following outputs, for a game consisting of exactly 100 game 
events: 
i) Plot the cumulative distribution function (CDF) of x: the ratio of the final bankroll 
to the initial bankroll. ( / ).  (I suggest using semilogx() to plot this.) 
ii) What is the expected value (mean)? (i.e., after the 100 games events occur…) 
iii) What is the median? 
iv) What is the mode? 
v) What is the mean square value (MSV)? 
vi) What is the variance? 
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Appendix 
 
 
 
 


