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Separation of Cochannel Signals
in TDMA Mobile Radio

Arvind V. Keerthi and John J. Shynk,Senior Member, IEEE

Abstract—In this paper, we propose a sequential algorithm
that separates cochannel time-division multiple-access (TDMA)
signals that encounter multipath interference and noise. The
receiver employs a multistage architecture where each stage con-
sists of a beamformer and an equalizer that isolates one source,
compensates for intersymbol interference (ISI), and demodulates
the data. A problem encountered with such bursty sources is that
the beamformer/equalizer trained for a particular time slot may
not be appropriate for all the data contained in that slot. This
occurs because a cochannel source typically overlaps only part of
the time slot of interest and may not overlap the training sequence
at all. The algorithm presented here overcomes this problem
by processing the data forward and backward in a sequential
noncausal manner. Computer simulations using signals with the
IS-54 format are presented to demonstrate the properties of the
sequential algorithm.

Index Terms—Adaptive arrays, adaptive equalizers, adaptive
signal processing, cochannel interference, communication sys-
tems, land mobile radio cellular systems, least-squares methods,
time division multiple access.

I. INTRODUCTION

M OBILE phone service is typically provided by segment-
ing a geographic region into cells, each of which is

allocated a portion of the frequency spectrum. Because the
spectrum is limited, carrier frequencies must be reused in
distant cells (e.g., the seven-cell reuse pattern) [1]. With a
growing demand for cellular services, the cell size can be
reduced (cell splitting) to accommodate a greater number
of subscribers. However, it becomes more likely that the
transmissions in one cell will interfere with those in other
cells using the same carrier frequencies. Suchcochannel
interferencecan often be the dominant impairment in wireless
networks. In this paper, we employ spatial processing to isolate
sources and null cochannel interference. A multistage structure
that incorporates a series of beamformers and signal cancelers
allows us to capture multiple cochannel sources.

In digital cellular networks, time-division multiple access
(TDMA) enables many users to operate on the same carrier
frequency, thus further increasing the capacity of a frequency-
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Fig. 1. IS-54 frame and slot structure (there are 2 bits per symbol). (a) One
frame. (b) Time slot of the mobile to base station (reverse path or uplink).

reuse system [2]. In North America, TDMA was introduced
to be compatible with the current analog system called the
Advanced Mobile Phone Service (AMPS); this led to dual-
mode AMPS (D-AMPS), which is also known as Interim
Standard 54 (IS-54) [3]. The counterpart in Europe is called
the Global System for Mobile (GSM) [4]. In this paper, we
focus only on the frame and time slot structure of the IS-54
system; the slot structure and the greater bandwidth of GSM
require that a different algorithm be employed for cochannel
signal separation, as described in [5]. The North American
standard IS-136 is similar to that of IS-54, but it allows for a
host of new features and services [2].

The IS-54 frame format allows up to six users to be time
multiplexed on the same carrier such that their time slots
(bursts) do not overlap. A simplified illustration of the frame
and slot structure is shown in Fig. 1. Note that even though
these slots share a common carrier frequency, they do not
interfere with each other; the guard (G) spacing in Fig. 1(b) is
incorporated to prevent intracell burst collisions. Cochannel
interference arises from signals transmitted in distant cells
whose slots are not synchronized with those of the current
cell (i.e., cochannel interference is an intercell impairment).

Fig. 1 shows the slot structure for transmission from a
mobile to the base station (the reverse path or uplink). The
modulation format is differential quadrature phase-shift keying
(DQPSK) so that there are two bits per symbol. Each slot con-
tains a 14-symbol sequence for frame synchronization that can
also be used to compensate for channel distortion; it functions
as a training sequence for the beamformer/equalizer in the
receiver. The carrier power is zero during the guard time (G),
which spans three symbols; three additional symbol periods
(R) are provided so that the carrier can ramp up to its operating
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power level. There are also 12 administrative symbols for
link control and network management [slow associated control
channel (SACCH) and coded digital verification color code
(CDVCC)]. The data are spread out over three regions of the
time slot for a total of 130 symbols.

The proposedsequentialalgorithm operates on the base-
band data obtained from anarray of antenna elements. A
least-squares (LS) algorithm designed for the training se-
quence is employed to compute the coefficients of thebeam-
former/equalizer. Frame synchronization is achieved by uti-
lizing the known correlation properties of the IS-54 training
sequence. We assume that the channel characteristics are
nonstationary so that the coefficients must be recomputed for
each new burst. A multipath scenario is assumed whereby
the cochannel symbol streams propagate through multiple
channels, giving rise to intersymbol interference (ISI).

Several authors have studied the effects of cochannel inter-
ference for continuous (nonbursty) digital transmission (see,
e.g., [6] and [7]), and various receiver architectures have been
developed for this scenario (see, e.g., [8] and [9]). However,
the problem of cochannel signal separation for bursty (TDMA)
signals has been addressed by relatively few authors. The main
problem with cancelling the cochannel interference in TDMA
systems is that the beamformer/equalizer coefficients for the
current slot may not be suitable for demodulating all the data
in that slot. This problem arises because the cochannel sources
are not synchronized (i.e., bursty); thus, they may not overlap
the training sequence of the current slot.

An algorithm that jointly recovers two cochannel symbol
streams based on recursive least squares (RLS) channel es-
timation and the Viterbi algorithm (VA) was proposed in
[10]. However, the authors do not explicitly mention how
asynchronous cochannel bursts should be handled; it is not
clear how frame synchronization is achieved in the presence
of cochannel interference. The authors in [11] acknowledge the
problem of asynchronous cochannel bursts; however, in their
analysis and simulations, the cochannel bursts are assumed
to be precisely time aligned. Their approach is a version of
joint maximum likelihood sequence estimation (JMLSE) [12]
that is modified for bursty digital transmission. Although they
mention that network management could be used to align
the bursts, this is not a practical assumption; obviously, it is
preferable that the signal separation algorithm not depend on
time-aligned cochannel bursts.

The method in [13] also addresses the problem of asyn-
chronous bursts. Assuming that the starting point of one
cochannel burst is known, all channels and the corresponding
transmitted symbols are simultaneously estimated by maximiz-
ing a likelihood function over all possible transmitted symbols
(discrete-space optimization) and channels (continuous-space
optimization). The author acknowledges the large complexity
of this approach and proposes an alternative method, which
assumes that the starting points of all the bursts are known.
This assumption makes it possible to derive the channel
estimatesa priori using simple cross-correlation techniques;
however, the resulting channel estimates may not be accurate.

The antenna array in [14] nulls cochannel interference by
using the training sequences of the current and previous time

slots. First, the synchronization sequences are used to estimate
the mobile channel. These estimates are employed to compute
the correlation matrices of the desired and interfering slots
from which the least-squares weights of the antenna array are
derived. The approach in [14] resembles that presented in [15]
because both use the fact that cochannel interference that does
not intersect the training sequence of the current slot does so
with the adjacent slot. The antenna array in [15] is initialized
by weights derived from the synchronization sequence and
the guard symbols.

In our approach, sequential processing is utilized whereby
only a portion of the data is initially estimated (beamformed).
After a channel estimator and a signal canceler remove these
estimates from the array input, the remaining data are es-
timated using the same set of beamformer coefficients. In
the sequel, we compare the performance of this approach
to the method in [15], which we will refer to as the guard-
ramp (GR) method.1 The paper is organized as follows.
Section II gives further details of the IS-54 slot structure
and establishes a baseband model for symbol generation
and transmission. Section III describes the architecture of the
beamformer/equalizer that separates the cochannel sources and
compensates for the ISI. The frame synchronization algorithm
is discussed in Section IV. The proposed sequential separation
(SQ) algorithm is then presented in Section V, and its perfor-
mance is compared with that of the GR method in Sections VI
and VII. Conclusions are given in Section VIII.

II. SIGNAL AND CHANNEL MODELS

For physical reasons, an antenna array may generally be
available only at the base station. Therefore, we will be inter-
ested in cochannel interference affecting the uplink (mobile
to base station). Note also that the mobiles always utilize
TDMA such that transmissions to the base station occur
in bursts; the base station transmits to the mobiles in a
continuous (nonbursty) manner and thus employs time division
multiplexing (TDM) and not TDMA.

The base station receives synchronized bursts from users
within its cell and randomly timed bursts from users in distant
cells. In the sequel, we do not differentiate between a signal
of interest and cochannel signals. Our goal is to separate
and estimate all signals impinging on the antenna array.
Thus, when we refer to cochannel sources, this does not
necessarily imply that all users interfere with each other.
An example of this will be presented later in the computer
simulations.

A. Signal Model

Recall the frame and slot format for the IS-54 standard
shown in Fig. 1. At least two modes of operation are possible:
full rate, where three users are assigned two slots each in an

- - - - - pattern for each frame, and half rate, where
each of six users is assigned only one slot in a frame. There
are four basic types of symbols in each slot:

1Actually, only the guard symbols are used in [15], but an obvious extension
is to use both the guard and ramp-up symbols.
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TABLE I
SYNCHRONIZATION SEQUENCES OF THEIS-54 STANDARD

1) synchronization symbols, which are known at the re-
ceiver and therefore may be used for frame synchro-
nization and beamformer/equalizer training;

2) guard (G) and ramp-up (R) symbols, which serve to
separate the bursts in time and to increase the carrier
power to operating levels, respectively;

3) data symbols, which contain information generated by
the subscriber;

4) administrative symbols (SACCH and CDVCC), which
store network information and need to be estimated at
the receiver.

For our purposes, we will group the administrative symbols
together with the user data.

Each user in a half-rate system is assigned one of the six
synchronization sequences listed in Table I. Because the infor-
mation is encoded differentially (DQPSK), only phase changes
are indicated. In a full-rate system (three users), only three
sequences are needed. These sequences are approximately
uncorrelated; in principle, it is possible to determine which
user is occupying a given time slot by computing a series of
cross-correlation sequences at the receiver and searching for
the highest peak. This will be discussed further in Section IV
on frame synchronization.

Denote the DQPSK symbol stream emanating from theth
cochannel user as . If the th user is inactive at time

(i.e., between bursts), then . During a burst,
is determined as follows. The first three symbols (the

guard time G) are set to zero. Symbols 4–6, during which
the carrier power ramps up, may be set to any unit-magnitude
complex number (the actual ramp up is performed via the
carrier amplitude function and is described below).
Next, the bit stream entering the modulator is split into two
separate binary streams . The odd-numbered
bits form , and the even numbered bits form .
The are encoded into the symbols via

, where the phase change may

TABLE II
DQPSK PHASE CHANGES

take on one of four values, depending on the ,
as shown in Table II. Assuming that the ramp-up symbols are
all set to , the eight DQPSK constellation points are1,

, , and .
The symbol stream excites a transmit filter ,

which has a linear phase and the square-root raised-cosine
(SRRC) frequency response [16], shown in (1) at the bottom
of the page, where s is the symbol period, and

is the roll-off factor. The output of the transmit
filter, given by

(2)

is upconverted to the carrier frequency and
propagates through a multipath channel.

B. Channel Model

The transmitted waveform is

Re (3)

where the carrier amplitude is a periodic function with
period equal to the IS-54 frame duration, as shown in Fig. 2.
The carrier amplitudes of the users within a given cell are
coordinated via the functions so that only one user
is active at any given time. The IS-54 standard specifies a

(1)
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Fig. 2. Carrier amplitude functionAl(t).

template for the time variation of the [3]; for our
purposes, it will be sufficient to model as a piecewise
linear function of time with a maximum amplitude equal to
unity.

Denote the number of cochannel sources by. Recall
that not all of these signals interfere with each other. The
transmitted waveform of the th user propagates through
a multipath channel with paths. The attenuation associated
with the th path is , and the corresponding propagation
delay is . Assuming that the array sensors are sufficiently
close to each other, the signal at theth antenna element is
given by [17]

Re

(4)

where is receiver noise. The time for theth ray of the
th source to travel from a reference point (in the vicinity of the

antenna array) to the th antenna element is denoted by .
The phase factor depends on the array geometry and
the angle of arrival (AOA) of the th ray. For example,
if the array is linear with uniformly spaced elements and
interelement distance, then taking the reference point to be
one of the end elements, it is straightforward to show that

, where is the wavelength
of the cochannel waveforms, and is measured with respect
to the perpendicular of the array.

For convenience, define the complex number
. After downconversion, the baseband sig-

nal at the th antenna element can be written as

(5)

where the operator denotes convolution, is the Dirac
delta function, and is baseband noise. The quantity in
parentheses is the impulse response of the channel between
the th source and the th antenna element.

The downconverted signal is sampled by an A/D converter
operating at twice the symbol rate (i.e., -spaced fractional
sampling). Substituting (2) into (5) and sampling the result
yields

(6)

Because the period of variation of the is large (40 ms)
compared with the delays (about 40 s), we may employ
the approximation . The model
may be simplified further by combining the transmit filter
and the propagation channels to generate a set of “effective”
channels. In order to perform this, we truncate the SRRC pulse

so that its impulse response spans . Thus, we
may rewrite (6) as

even

odd.

(7)

Finally, defining the composite channel coefficients

(8)

(9)

where the superscripts and denote the even and odd
components, respectively, yields

even

odd.
(10)

The output of the A/D converter is thus a -spaced
discrete-time sequence. For convenience, we will denote it
by (where has been suppressed).
Assuming that there are antenna elements, these samples
may be collected into the following array input vector

.
An example of the type of overlap that can occur for

cochannel TDMA signals is shown in Fig. 3. Note that we
have not distinguished among the different training sequences
in the figure (refer to Table III for this information and other
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Fig. 3. Example of cochannel TDMA bursts. (The signal parameters are
specified in Table III.)

TABLE III
CHANNEL PARAMETERS FOR SCENARIO 1

signal parameters). Suppose we are trying to demodulate burst
4. Observe that bursts 2, 3, 5, and 6 are cochannel interference
because they overlap burst 4. A beamformer/equalizer that
is initialized by the synchronization sequence in burst 4 will
perform satisfactorily during bursts 2 and 3 but may not be
acceptable during bursts 5 and 6 because its training sequence
does not overlap those bursts. A similar problem exists for the
other bursts shown in the figure.

III. B EAMFORMING AND EQUALIZATION

The -element antenna array provides baseband sam-
ples for every symbol interval, which contain a
mixture of the cochannel signals and white Gaussian noise.
Because of the fractional sampling ( -spaced), the array
input signals are processed by two weight-and-sum beamform-
ers: one for the even samples and one for the odd samples.
The weights of these two beamformers, which are denoted by

and (each an -vector), will be optimized separately
on the two streams of data because they arise from different
statistics. The overall output of the array is

even

odd
(11)

where was previously defined. The starting point of
the training sequence for theth slot is denoted by (see
Section V for further discussion of ).

The beamformer is designed to cancel (null) cochannel
signals arriving from different AOA’s, including multipath
interference but not the ISI induced by the transmit filter. This

Fig. 4. Architecture of the beamformer/equalizer.

ISI is remedied by interleaving the beamformer output samples
and processing them with a -spaced linear equalizer with

coefficients. Denoting the equalizer weight vector by

, the output of the equalizer, which
appears once every symbol (-spaced), is given by

even (12)

where , and denotes
the greatest integer . A block diagram of the architecture
is shown in Fig. 4. Note that a decision-feedback equalizer
(DFE) could be incorporated at the output of the linear
equalizer (although we do not consider it in this paper).2

In order to separate and estimate one of the cochannel
sources from the mixture in , we need to appropriately
initialize the weight vectors , , and from the training
sequence. This is performed after frame synchronization is
achieved (i.e., when the starting point of the training
sequence in theth slot is identified).

IV. FRAME SYNCHRONIZATION ALGORITHM

Recall that the training sequences of the IS-54 standard are
designed to be approximately uncorrelated. Thus, in principle,
a training sequence may be located by cross-correlating the
antenna array samples with the training sequence for each
user and identifying the largest peak. However, this method
will not work when there is strong cochannel interference,
which cannot be removed until the training sequence has been
located. A solution to this problem proceeds as follows [15].
Assume that a training sequence starts at an arbitrary point
in time, and compute the beamformer weights based on this
assumption. Pass the antenna array data through the beam-
former, cross-correlate the beamformer output and the training
sequence, and store the result. Repeat this process for every

2The reader is referred to the sequential beamforming algorithm for GSM
signals in [5], where a DFE is employed instead of a linear equalizer.
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sampling instant over a specified search window, yielding a
cross-correlation sequence for that duration of samples. The
peaks in the cross-correlation function indicate the sampling
instants at which the training sequences are located.

Only the beamformers are needed in the frame synchroniza-
tion algorithm (i.e., the follow-on linear equalizer is not used
in this step). Because the beamformers are not designed to
remove the ISI induced by the transmit filter, the appropriate
training sequences for the beamformer (even and odd parts)
are derived by convolving the IS-54 training sequences with
the transmit filter and sampling the output at twice the symbol
rate. With these modified training sequences, the beamformer
weights are computed using the method of least squares [18].

Denote theth training sequence as ,
where is its length. The training data for the
beamformer comprise the following -spaced sequence

(13)
where we have implicitly used the fact that the carrier power
equals unity during the training sequence. Recall that the
transmit filter has the SRRC frequency response in (1).
The subscript denotes that the modified training sequence is
designed for the beamformer.

Suppose that we are searching for training sequence.
Let the search window be equal to the length of the IS-54
frame (i.e., 972 symbols or 1944 -spaced samples). For
an arbitrary time instant, the beamformer weight vectors
and are computed to minimize the least-squares (LS) cost
function [18]

(14)

This cost function is motivated by the fact that alternate
samples arise from different input statistics, as mentioned
previously. The solution to this minimization problem is given
by

(15)

where is an autocorrelation matrix, and
are cross-correlation vectors computed as

(16)

(17)

(18)

where the superscript denotes complex conjugation.

The data are processed by the
beamformer weights according to (11), i.e.,

.
(19)

The cross-correlation coefficient at time instantmay be
computed as

(20)

This procedure is repeated for every sample point in the
window, and the beamformer training sequences are located
at those time instants where exceeds a prespecified
threshold.

The step requiring the greatest number of computations
involves the autocorrelation matrix inverses in (15). This
complexity may be reduced, however, by noting that

(21)

Applying the matrix inversion lemma [18] twice to obtain
directly from the inverse yields

(22)

(23)

where is an intermediate matrix used only to compute
the final result in (23).

The steps in the frame synchronization algorithm are sum-
marized below.

• Choose a search window (e.g., equal to the IS-54 frame
duration).

• For each sampling instantin the search interval, perform
the following three steps.

a) If the sampling point is first in the search window,
compute the beamformer weights using (15)–(18).
Otherwise, compute the beamformer weights using
(15), (17), (18), (22), and (23) (via the matrix
inversion lemma).

b) Pass the antenna array samples
through the beamformers (even and odd)

as in (19).
c) Cross-correlate the beamformer output with each

(modified) training sequence as in (20).
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Fig. 5. Superimposed cross-correlation functions for the beamformer output.
The training sequence for each peak is labeled (refer to Fig. 3 and Table III).

• The training sequences start at those sampling instants
where the cross-correlation coefficients exceed a prespec-
ified threshold.

It should be mentioned that the previous expressions illus-
trate the basic approach of the frame synchronization algorithm
and its various steps. Of course, computationally efficient
implementations of the algorithm should be employed, which
are analogous to the matrix inversion lemma used above.
In this paper, we have not focused on the computational
complexity (although we discuss it briefly in Section VII in
connection with the GR algorithm).

As specified in the IS-54 standard, we assume that the
multipath is limited to one symbol; thus, the maximum number
of coefficients in each channel is two. A beamformer is
optimized so that its output approximates one of the modified
training sequences. In this way, the short-delay multipath is
coherently combined, yielding a dominant peak for each source
in the cross-correlation functions. Fig. 5 shows the six su-
perimposed cross-correlation functions produced by the frame
synchronization algorithm for each of the six synchronization
sequences of the example in Fig. 3 (the channel parameters are
presented later in Table III and Section VI when the computer
simulations are discussed).

V. SEQUENTIAL SEPARATION (SQ) ALGORITHM

For convenience in the following discussion, we assume that
no more than two of the cochannel signals overlap at any
time instant. The arguments remain unchanged, however, for
any number of overlapping signals. The sequential separation
(SQ) algorithm processes the data in two passes, which are
referred to as theforward passand the reverse pass. The
forward pass consists of two steps:frame synchronization
and beamforming. Frame synchronization (i.e., determining
the starting points of the training sequences) is performed
using the algorithm described in the previous section. Once
this is done, the corresponding beamformer weights [which
are computed using the modified training sequences in (13)]
are employed to estimate a subset of the data. Cochannel
interference that overlaps the current training sequence can
be nulled by these beamformer weights. On the other hand,
cochannel interference that appears in the same time slot
but does not overlap the current training sequence cannot
be adequately nulled by the same beamformer weights; these

samples will be handled during the reverse pass. At the end
of the forward pass, the beamformer output is free (ideally)
of cochannel interference only in the vicinity of the training
sequences (the limits of each vicinity will be established later
in this section).

The reverse pass consists of three steps:channel estimation,
signal cancellation, andbeamforming. During channel estima-
tion, the channel for each slot in the window is estimated. Dur-
ing signal cancellation, the estimated channels are used to can-
cel the beamformer output (which is obtained in the forward
pass) from the antenna array samples.3 Over the interval where
signal cancellation is performed, the antenna samples are now
free of cochannel interference (because we have assumed that
at most two sources overlap). Thus, the beamformer weights
used during the forward pass can also be used here. The
reverse pass completes the process of signal separation by
beamforming over those regions of the window that were not
estimated in the forward pass. Finally, after the reverse pass
has terminated, the follow-on linear equalizer removes the ISI
associated with each captured source in the window.

These steps will now be discussed in greater detail.
Forward Pass: During the forward pass, the following two

steps are performed.
Frame Synchronization:For convenience, assume that we

have chosen the search window of the frame synchronization
algorithm to be the same duration as the IS-54 frame. For each
of the six possible training sequences (three training sequences
for a full-rate system), the frame synchronization algorithm
will generate a cross-correlation function with several peaks,
which indicate the starting points of the training sequences
present in that window. Let the time instants of those peaks be
denoted by , arranged in ascending order.4

The total number of peaks in a frame depends on whether
or not the system is operating in half- or full-rate mode. We
will refer to the slot corresponding to as the th slot.

Beamforming: Consider the th peak located at time instant
corresponding to theth training sequence, and suppose

that it belongs to theth user. Since there are 14 symbols
(28 samples) before the beginning of a training sequence,
the beamformer weights computed from the training sequence
starting at time will be optimal for data in the th slot for

the interval .
(Recall that there are 162 symbols—and thus 324-spaced
samples—in an IS-54 slot.) Beyond the upper limit, the th
slot either ends or the beamformer faces cochannel interference
for which it was not trained. When (corresponding to
the last peak), the upper limit is set to the last time point of
the search window. For each of the intervals , the
beamformer weights and are computed using (15)–(18)
(with substituted for in those equations).

3This step is reminiscent of the signal cancellation employed in the
multistage constant modulus (CM) array, which was designed to separate
cochannel analog signals (i.e., AMPS) [19] and continuous (nonbursty) digital
sources [20].

4Note thatkj does not indicate which training sequence starts at timekj :
only that some training sequence begins there. Although we do not require
special notation to indicate which training sequence starts at timekj , the
algorithm does have this information.
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(a) (b)

Fig. 6. Forward processing of the data. (a) Frame synchronization (entire search interval). (b) Beamforming (partial).

The resulting beamformer output over those intervals
is now (ideally) free of cochannel interference. Let the output
during the th slot be denoted by to emphasize that it rep-
resents a discrete-time estimate of theth baseband transmitted
signal. For each slot, the beamformer output samples obtained
during the forward pass are stored in a buffer; the remaining
output samples will be estimated during the reverse pass.

Reverse Pass:During the reverse pass, the following three
steps are performed recursively for (in descend-
ing order).

Channel Estimation:Using the beamformer output ob-
tained in the forward pass, a least-squares estimate of the
channel for every source/antenna combination is computed for
the th slot. Denote the channel estimate from theth source
to the th antenna element by , which is a column vector
of length equal to some assumed number of propagation
paths.5 Consider a cost function of the form

(24)

where is a vector of -spaced delayed beamformer

outputs, i.e., ,
and is specified below.

The vectors that minimize (24) optimally cancel
from the antenna samples . The

limits of the second summation would, in general, include
as many samples as possible to estimate the channel. For
the last few slots in the search interval, there may exist only

beamformer output samples generated in the
forward and reverse passes. In Fig. 6(a) (which is discussed
below), slot has only beamformer output
samples available thus far; since it is the last slot in the search
window, these arise from the forward pass alone. For those
slots that end completely before the end of the search interval,
324 beamformer output samples from the forward and reverse
passes are available. Minimizing (24), we obtain the channel

5Recall from the channel model that�mli is a complex channel coefficient
for the ith path of thelth source and themth antenna element. The vector
âml contains estimates of these coefficients.

estimate

(25)

for , where if the slot ends before
the search interval does, and otherwise.

Signal Cancellation:The th channel estimate is used to
cancel the beamformer output of slot (obtained during
the forward pass) from the antenna array input over the
interval where slots and intersect,6 assuming that this
interval is nonempty. Thus, if , then for

, the following signals are free of the
interfering slot

(26)

These signals now contain data only from slot .
Beamforming: After the cancellation in slot has been

performed over the interval that it intersects slot , we
may process for slot using the same beamformer
weights as those employed during the forward pass. The buffer
for slot is filled for the interval
using

even

odd
(27)

where . Recall that and
are derived from the training sequence of slot .

ISI Equalization: After the forward and reverse passes
have been completed, the beamformer outputs (even and odd)
are free of cochannel interference. The linear equalizer then
removes the ISI introduced by the transmit filter; the equal-
izer coefficients are computed using a least-squares method
operating on the original training sequence (i.e., the training
sequence is not processed by the transmit filter as it was for

6If j = 1, the cancellation is performed where the first slot of the current
frame and the last slot of the previous frame intersect.
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(a) (b)

(c)

Fig. 7. Reverse processing of the data. (a) Channel estimation (slot 6). (b) Signal cancellation (slot 6). (c) Beamforming (rest of slot 5). This procedure
continues for the other slots in the frame.

the beamformer weights). The weights of the linear equalizer
for the th slot are computed using

(28)

and the beamformer outputs are combined using (12). The
output of the linear equalizer corresponds to an estimate of
the transmitted DQPSK symbols.

The steps of the SQ algorithm are summarized below.

• Forward Pass: Perform the following two steps:

a) Frame Synchronization: Find the starting points of
the training sequences in the search window using
the frame synchronization algorithm described in
Section IV. Denote these starting time instants by

.
b) Beamforming: For , beamform over

the intervals using (15)–(18) (with sub-
stituted for in those equations).

• Reverse Pass: For , perform the following
three steps, recursively:

a) Channel Estimation: Estimate the channel of slot
using (25).

b) Signal Cancellation: Cancel slot over the interval
where it intersects slot (if that interval is
nonempty) using (26).

c) Beamforming: Beamform over the interval where
slots and intersect using the optimal weights
previously calculated for slot .

• ISI Equalization : Equalize the residual ISI using (12)
and (28).

An example of these steps for cochannel sources is
shown in Figs. 6 and 7. During the forward pass of the data,
all the intervals are identified [Fig. 6(a)]. Note that

(by design) for . In this example, is
located at the beginning of slot 1, but occurs before the end
of slot 6. Observe in Fig. 6(b) that although we beamform over
the entire frame, only portions of each slot are beamformed
(because of the cochannel interference), i.e., interval of
slot is beamformed during the forward pass. This procedure
ensures that the same cochannel interference is present over
an interval of beamforming (e.g., only source 1 appears over
the interval where slot 2 is beamformed).

During the reverse pass in Fig. 7(a), the channel associated
with slot 6 is estimated first (the algorithm proceeds from right
to left). Because slot 6 extends beyond the search window,
only a portion of the data in slot 6 can be used for channel
estimation (whereas the entire slot is available for each of the
other sources). Once the channel is estimated, we may cancel
the beamformed data of slot 6 from the overlapping data in slot
5 [Fig. 7(b)]. As a result, the remaining data in slot 5 are now
free of cochannel interference. This data can be beamformed
using the weights that were employed for the first part of slot
5 during the forward pass [Fig. 7(c)]. This procedure is then
repeated for the other bursts in the search interval.

VI. COMPUTER SIMULATIONS

The SQ algorithm has been tested successfully over a wide
range of multipath and cochannel interference conditions. In
this section, we present two representative examples. In the
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Fig. 8. Data received at one of the antenna elements (before processing).

first scenario, relatively few simultaneous cochannel interferers
impinge on a four-element array, whereas in the second
scenario, both the number of antenna elements and the number
of simultaneouscochannel interferers are increased.

We compare the performance of the proposed algorithm
with the GR method described in [15], which augments the
training sequences with the guard and ramp-up symbols. Since
these symbols are invariant for all users, they may be utilized
as known training symbols even though they do not have
any special correlation properties. The augmented training
sequences are given by0, 0, 0, (1/3) , (2/3) , ,

, 0, 0, 0, (1/3) , (2/3) , ,
where are the original training sequences.7 The GR
algorithm performs only a forward pass of the data so that
all the symbols are demodulated at that time (i.e., partial
beamforming, channel estimation, and signal cancellation are
not employed). The beamformer weights are computed as
in (15), except that the augmented training sequences are
employed. The linear equalizer weights are computed using
(28).

A. Scenario 1

Table III lists the parameters of the cochannel signals ar-
riving at a four-element linearly spaced antenna array with
an interelement spacing of . The column labeled
“Relative delay” indicates the number of symbol durations
between the first transmitted symbol of a source and that of
source 1. This scenario was presented earlier in Fig. 3. Each
source is operating in the full-rate mode and has a single
propagation path (ray). The signal-to-noise ratio (SNR) is 20
dB (i.e., ). Since each cochannel signal has unit
power, the signal-to-interference-plus-noise-ratio (SINR) for
any slot is 3 dB. The SQ and GR algorithms each processed
eight frames of data.

The baseband samples received at an antenna element are
shown in Fig. 8. Since this result does not resemble the usual
DQPSK symbol constellation, it is clear that the level of
cochannel interference is high. Both algorithms employ the
frame synchronization procedure described in Section IV; the
results were shown previously in Fig. 5, where the cross-
correlation coefficient in (20) is plotted as a function
of for each of the six training sequences. A correla-

7Note that the ramp-up symbols are defined to have unit amplitude (i.e.,
ej�=4); the coefficientsf1/3, 2/3, 1g are generated by the carrier amplitude
functionAl(t) in Fig. 2.

(a)

(b)

(c)

Fig. 9. Signal constellations for the SQ and GR algorithms: Scenario 1. (a)
Burst 1. (b) Burst 2. (c) Burst 3.

tion threshold of about 0.9 is sufficient to locate all the
bursts. A search interval of three frame durations (120 ms)
is used (even though Fig. 5 shows only two frame dura-
tions).

Figs. 9–11 present the output constellations for both al-
gorithms for all nine signals in Table III. Note that due
to the phase uncertainty inherent in DQPSK signals (the
information is encoded as the difference in the phases of
consecutive symbols), the training sequence stored at the
receiver may be offset from the received training sequence
by an unknown phase factor. This results in a phase-rotated
set of beamformer/equalizer weights, which in turn rotate the
signal constellation at the output of the equalizer by an angle
equal to an unknown multiple of rad. This is manifested
in the ramp-up symbols (identified as radial points) of some
of the (less noisy) plots in Figs. 9–11.

B. Scenario 2

In the second scenario, the number of simultaneous in-
terferers is increased from three to five, and the number of
antenna elements is increased from four to eight. The noise
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(a)

(b)

(c)

Fig. 10. Signal constellations for the SQ and GR algorithms: Scenario 1
(continued). (a) Burst 4. (b) Burst 5. (c) Burst 6.

power remains the same so that the SINR becomes6 dB.
The relative timings of the five cochannel signals are listed
in Table IV. Note that the cochannel interference for a given
slot may change even during the training sequence. After
successful frame synchronization, the output constellations
obtained by the two algorithms are shown in Figs. 12 and 13.

VII. D ISCUSSION

From these simulations, it is evident that when the number
of antenna elements is relatively low, the SQ algorithm outper-
forms the GR method. The reasons for this may be explained as
follows. In general, it is not possible for an-element antenna
array to simultaneously null more than interferers. This
follows from the fact that an vector can be orthogonal to at
most linearly independent vectors. In Scenario 1 (see
Fig. 3), each slot is faced with four interferers. The GR method
attempts to simultaneously null all four sources by using an
augmented training sequence. However, a four-element vector
can be orthogonal only to three direction vectors, regardless
of the amount of augmentation.

(a)

(b)

(c)

Fig. 11. Signal constellations for the SQ and GR algorithms: Scenario 1
(continued). (a) Burst 7. (b) Burst 8. (c) Burst 9.

TABLE IV
CHANNEL PARAMETERS FOR SCENARIO 2

The SQ algorithm circumvents this constraint by sequen-
tially removing the interferers. For any given slot, the forward
pass nulls two interferers, whereas the reverse pass cancels the
remaining two interferers. Thus, the resolution of the array
in the “look direction” is improved because the interferers
are handled in a sequential manner. The inability of the GR
method to cancel all four interferers is confirmed by observing
the beampattern for the first slot in Fig. 14(a). Observe that the
GR beamformer nulls only two (8 and 9) of the four interferers.
The nulls associated with the last slot beamformed by the GR
algorithm are well defined only because the source AOA’s
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(a)

(b)

(c)

Fig. 12. Signal constellations for the SQ and GR algorithms: Scenario 2. (a)
Burst 1. (b) Burst 2. (c) Burst 3.

happen to be in regions of the beampattern that have a low
gain [see Fig. 14(b)].

For Scenario 2, there are more antenna elements (eight) than
cochannel interferers (five). The GR method demodulates the
cochannel signals with a uniform (and satisfactory) perfor-
mance. The beampattern of slot 4 for the GR algorithm is
shown in Fig. 15. Observe that the array strongly attenuates
not only in the directions of the interferers but in other
directions (because of the larger number of antenna elements).

The performance of the SQ algorithm in Scenario 2 suffers
when it attempts to demodulate cochannel signals “buried
deep” under the remaining signals. The performance is best for
signals 4 and 5 (see Fig. 13), and progressively deteriorates as
it reaches signal 1 [Fig. 12(a)]. Note that the output constel-
lations are still well defined, although they are not as “clean”
as those of the GR method. This probably occurs because the
lower “layers” of the cochannel signals (signals 1 and 2) expe-
rience several cancellation steps from the signals above (sig-
nals 3, 4, and 5). This repeated signal processing over the sam-
ples of the received signals may introduce a type of artificial
noise that degrades the performance for signals in the lower
cochannel layers, as is evident from the constellation plots.

(a)

(b)

Fig. 13. Signal constellations for the SQ and GR algorithms: Scenario 2
(continued). (a) Burst 4. (b) Burst 5.

The number of operations required by both algorithms is
dependent on the number of antenna elements, the number
of peaks detected in the search interval by the frame
synchronization algorithm, and the number of feed-forward
filter coefficients . For the SQ algorithm, the complexity
also depends on the estimated lengthof the multipath. The
actual expressions for the operations count in terms of these
variables are fairly cumbersome; however, for practical sizes
of the parameters (e.g., , , and ), it
turns out that the most dominant terms for both algorithms are
linear and (to a lesser extent) of second-degree in, , and

. For antenna elements, equalizer weights,
and , the operations count of the SQ algorithm is
greater than that of the GR method by a factor of about 1.8.
This increased complexity is due to the channel estimation
and signal cancellation steps.

Finally, we should mention that the SQ algorithm can
experience a loss in performance when there exists a pair of
interfering slots such that one of the slots ends at a time point
before the training sequence of the other slot. Recall that there
is a gap of 14 symbols between the beginning of a slot and
the beginning of the training sequence. An extension of the
SQ algorithm that handles this type of overlap scenario is
described in [21]. This modified algorithm also processes the
data in two passes, but it incorporates previously beamformed
data from adjacent slots (generated in the forward pass) in the
least-squares cost function.

VIII. C ONCLUSION

In this paper, we considered the problem of separating
cochannel TDMA signals in a mobile radio environment
using a beamformer and an equalizer in the receiver. Training
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(a) (b)

Fig. 14. Beampatterns of the GR algorithm for Scenario 1. The signal of interest is denoted byS, whereas the interferers are labeled using the identifying
numbers in Table III. (a) Slot 1. (b) Slot 9.

Fig. 15. Beampattern of the GR algorithm for slot 4 of Scenario 2. The
signal of interest is denoted byS, whereas the interferers are labeled using
the identifying numbers in Table IV.

is employed to compute the weights for each slot using
the method of least squares. The main problem with this
bursty data format is that the interference may not overlap
the training sequence of the current slot, thus yielding a
suboptimal beamformer/equalizer. To overcome this problem,
we proposed a sequential separation (SQ) algorithm that
estimates the data in a noncausal manner using forward and
backward processing.

Computer simulations were presented to illustrate the ac-
curacy of the estimates generated by the SQ and GR (guard-
ramp) algorithms. The two scenarios illustrate that the GR
method fundamentally derives its effectiveness from the beam-
forming capability of the array and, thus, the corresponding
number of antenna elements. On the other hand, the SQ
algorithm is capable of operating with fewer antenna elements
by using a sequential approach. However, the accumulation of
errors due to the channel estimation and signal cancellation
steps becomes more noticeable with an increasing number
of cochannel sources. Thus, we conclude that there is a
tradeoff between the number of antenna elements (hardware)
and the number of DSP operations (signal processing). The
SQ algorithm is more complex, but it can operate with
fewer antenna elements because the sources are captured and
removed sequentially.

Currently, we are investigating variants of the basic algo-
rithm and extending it to the frame and time slot structure
of GSM. The modulation scheme and the greater bandwidth
of GSM require that the sequential algorithm be modified

as described in [5]. For fading channels, it may be neces-
sary to incorporate a decision-directed algorithm to adapt the
beamformer/equalizer weights and track channel variations.
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