I. Motivation

Inexpensive computation and ubiquitous embedded sensing, actuation, and communication provide tremendous opportunities for social impacts. These systems can be found in the newest generation of engineered systems such as automobiles, high precision medical devices, aerospace systems, and power distribution systems. In particular for automotive applications, such systems are essential to achieve energy efficient, low emission, and safety with high drivability performance. Modern vehicles may have up to 85 ECUs (Electric Control Units) that implement sophisticated control algorithms and communicate through the network. Moreover, software and electronics are an essential part of automotive systems and it is forecasted that they will account for 50% of the total cost of an automobile by 2020. Most of this comes from advanced and control intensive features, including active safety and hybrid powertrains.

The unity feedback of “traditional control” that operates in continuous time or at the fixed sampling rate is not adequate in advanced automotive systems where sensor data arrives from multiple sources, asynchronously, delayed and possibly corrupted. Moreover, as we move to more complex systems, we will need more systematic methods and tools in the design process to avoid even more costly vehicle debugging and testing. In the remainder of the paper we focus on the automotive industry challenges and procedures to build High Confidence Automotive Cyber Physical Systems (Automotive CPSs):

1) The algorithms and protocols to be designed should come with guarantees of correctness. In particular, it should be possible to formally prove that under reasonable assumptions on the environment (in terms of communication networks, computation resources, and the relevant physical processes), the algorithms are guaranteed to achieve a certain level of performance.

2) The overall system performance should not be fragile with respect to small perturbations to the environment nor, to the extent possible, failures in the embedded systems that monitor or control this environment.

3) The cross-domain elements of CPSs including electrical, core control and monitoring system, mechanical system, software, and communication network should be modeled in a unified way.

4) Calibration, testing, and diagnosis of these complex systems should be cheap and easy.

In the next section we discuss the main challenges facing Automotive CPSs and we provide some suggestions on how to tackle them.

II. Challenges Facing the Industry to Design CPSs

Modeling, analysis, and control design: As mentioned, one of the key challenges in modeling CPSs is that the usual paradigm of digital control is no longer valid. In particular, it is not practical (nor desirable) that all sensors produce measurements at synchronized and equally spaced time instances. Similarly, it is not reasonable to expect that all actuators be synchronized with the sensors. The reasons for this are multiple: it is difficult to keep synchronized all components of a distributed system, different sensors may produce measurements at different rates, different actuators may have different bandwidths and consequently require control updates are different rates, the communication network may introduce variable delays and even drop some of the packets that carry data between the different elements of the control system. Moreover, computation resources (processors of ECUs) may introduce variable delays due to interrupts and servicing other jobs.
As highlighted by recent results in embedded networked control systems, impulsive systems provide a natural framework to model CPSs with multiple sampling rates and delay jitters. Lyapunov-based theorems have been employed in conjunction with numerical optimization methods to analyze and design stable feedback systems with high closed-loop performance. However, current results generally lead to conservative designs. More research needs to be conducted to determine less conservative stability conditions that will not require over design, thus allowing the construction of systems with lower costs.

When applied to CPSs, the type of Lyapunov-based analysis mentioned above allows one to determine the maximal amount of delay for each network connection that can be accommodated, while guaranteeing a desired level of performance. We call these maximum tolerable delays. The total delay in each connection, consisting of computation delays at the source and the destination of each connection (and possibly the intermediate nodes), and communication delay, must be smaller than maximum tolerable delays. This requirement dictates system architecture parameters such as the number of nodes (ECU messages) connected to the network, the assignment of control algorithms to the ECUs, the sampling rates, and the medium access protocols and algorithms best suitable for automotive CPSs.

Calibration, testing, and fault detection: Automotive CPSs are complex systems consisting of communication networks, multiple ECUs to execute several core control applications and monitoring algorithms, and spatially distributed sensors and actuators. The current trend in automotive industry is to simulate, implement the system, calibrate and check the performance, and then identify faulty behaviors and modify the system accordingly. However, detecting problems and fixing them at the simulation and calibration stages are becoming increasingly harder and more expensive due to the increased complexity of CPSs. Perhaps even more important, the type of ad-hoc solutions that often arise from this type of a design process may fix a particular problem, but make the overall system more fragile. Consider, for example, a motor controlled by an ECU connected through a CAN network. When a vibration in motor is detected, common solution approaches consist of increasing the sampling rate to have more control bandwidth, or filtering the measurements or control commands. However, these intuitively reasonable solutions may actually have detrimental effects: increasing the sampling rate may increase the delay jitter because it can increase the ECU and network load, whereas filtering may degrade the performance of the system because the filter’s effect has not been considered at the controller design stage. On the other hand, decreasing the sampling rate may actually be better (although counter intuitive) because it may decrease the delay jitter caused by the ECU computations and network traffic. Another possible solution consist of implementing the control algorithm on another ECU with lower load in order to decrease the computation delay.

Scheduling analysis and tools: The industry needs to develop methods and tools that can be used earlier in the design process in a way that ensures the correctness. Simulation tools for deadline verification and timing optimization for ECUs, CAN and FlexRay networks, and gateways should be developed based on scheduling analysis. These tools should take into account AUTOSAR which is an open and standardized automotive software.

III. CONCLUSION AND OUR PROPOSAL TO DESIGN AUTOMOTIVE CPSs

In the previous section, we discussed some of the challenges in designing automotive CPSs. We now briefly summarize some of the research that is needed to meet these challenges:

1) **Control system level:** At this level of abstraction an Automotive CPS can be viewed as a collection of (possibly coupled) control loops with variable sampling and delays, with the communication between sensors, actuators and controller supported by a shared communication network. Efficient analytical tools are needed to determine maximum tolerable delays for the different feedback loops so that the resulting closed loop systems are stable and exhibit acceptable performance levels.

2) **Physical architecture level:** At this level of abstraction the physical structure of the CPS is considered and one maps algorithms and network connections to specific computation and communication resources, as depicted in Figure 1, where the different nodes represent sensors, actuators,
or processors. Research is needed to devise systematic methods to do this resource allocation minimizing system costs, while guaranteeing appropriate performance and safety.

3) **Scheduling test and simulation:** A key research question to consider here is what is the smallest set of experimental/simulation tests that allow one to establish system performance. Avoiding full system tests that attempt to catch rare events is too costly and should be avoided at least during the early stages of the design process. By conducting scheduling test and simulation one can characterize the types of delays and communication/computation faults that will be present in the final system. Matching these with the parameters needed for the correct operation of the control systems (as determined by the control systems level analysis), one can establish whether or not the physical architecture will result a safe system. A negative answer may require modification in the physical architecture. For example, this may lead to implementing an algorithm in another ECU, dividing an algorithm between multiple ECUs, increasing or decreasing the sampling rates, or adding another communication network to the system.

4) **Calibration, testing, and fault detection:** The parameters determined by scheduling tests and simulations may be useful not only for system design, but also for calibration and testing of final products as well as real-time fault detection. For example, if at the testing level a particular network component exceeds the maximum delay levels used for design, then it should be identified faulty.
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