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SUMMARY
This paper proposes a new approximate dynamic programming algorithm to solve the infinite-horizon optimal control problem for weakly coupled nonlinear systems. The algorithm is implemented as a three-critics/four-actors approximators structure, where the critic approximators are used to learn the optimal costs, while the actor approximators are used to learn the optimal control policies. Simultaneous continuous-time adaptation of both critic and actor approximators is implemented, a method commonly known as synchronous policy iteration. The adaptive control nature of the algorithm requires a persistence of excitation condition to be a priori guaranteed, but this can be relaxed by using previously stored data concurrently with current data in the update of the critic approximators. Appropriate robustifying terms are added to the controllers to eliminate the effects of the residual errors, leading to asymptotic stability of the equilibrium point of the closed-loop system. Simulation results show the effectiveness of the proposed approach for a sixth-order dynamical example. Copyright © 2015 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Large-scale systems represent a challenging problem in optimal control [1], because their complexity can make numerical computations infeasible. A common approach for dealing with these kind of systems consists on splitting the large-scale design problem into a set of simpler problems or subsystems. As an example, the subsystems for the regulation of temperature, pressure, and flow, are designed separately in spite of their connection through a chemical plant. Similarly, such connected systems can be found in power systems, aircrafts, cars, communication networks. They are generally characterized by the presence of weak coupling between their subsystems. Practical knowledge may provide some guidance on how to split a large-scale problem into a set of simpler problems. But all these approaches completely neglect the coupling effect and most of the time the obtained results do not have a guaranteed performance level.

Weakly coupled linear systems have been studied extensively since their introduction to the control systems community by Kokotovic et al. [2] (see also for example [3], [4], and the references therein). Those systems have also been studied in mathematics [5], [6], economics [7], power system
Due to the curse of dimensionality and the intractable form of the Hamilton-Jacobi-Bellman (HJB) equations that arise in optimal control, obtaining closed-form optimal control solutions for weakly coupled nonlinear systems is practically impossible. A first attempt for the optimization of coupled nonlinear systems was reported in [14] where the authors proposed a coupling perturbation method for near-optimum design. Approximate solutions of independent reduced-order HJB equations using Successive Galerkin Approximation (SGA) [15], [16], [17] have been proposed as alternative methods for solving the weakly coupled nonlinear optimal control problem. Unfortunately, the SGA method suffers from a computational complexity that increases with the dimension of the system under consideration.

Adaptive dynamic programming (ADP) techniques were proposed by Werbos [18], [19]. ADP brings together the advantages of adaptive and optimal control to obtain approximate and forward in time solutions to difficult optimization problems [20], [21], [22]. But, all the existing algorithms - such as the ones developed in [23], [24], [25], [26], [27], and the references therein - can only guarantee uniform ultimate boundedness of the closed-loop signals, i.e., a milder form of stability [28], and require a persistence of excitation condition to be satisfied for all time.

The need for adaptive controllers with the ability to learn optimal solutions for weakly coupled nonlinear systems, while also guaranteeing asymptotic stability of the equilibrium point of the closed-loop system motivates our research. The algorithm proposed, is motivated by a reinforcement learning algorithm called Policy Iteration (PI) [29] which is inspired by behaviorist psychology. To the best of our knowledge, there are not any asymptotically stable online solutions to the continuous-time HJB equation for weakly coupled nonlinear systems since couplings add nonlinearities to the HJB and make the problem more difficult.

1.1. Related work

A decoupling transformation that exactly decomposes weakly coupled linear systems composed of two subsystems into independent subsystems was introduced in [30]. These results were extended in [31] and in the book [32] to the general case of linear weakly coupled systems composed of \( N \) subsystems, and conditions under which such a transformation is feasible were established. The proposed optimal control algorithm is obtained in the form of a feedback law, where feedback gains are calculated from two independent reduced-order optimal control problems. In a similar way, the optimal control problem for weakly coupled bilinear systems was studied in [35], [33], and [34]. These results, were based on a recursive reduced-order scheme in order to solve the algebraic Riccati equation. Following this reduced-order scheme for solving the algebraic Riccati equation, the authors in [36] proposed a nonlinear optimal control for a weakly coupled nonlinear system based on the solution of two independent reduced-order HJB equations, using successive Galerkin approximation (SGA) [15], [16], [17]. The main drawback of this method is the offline design and that the computational complexity increases with the dimension of the system.

Moreover, in most of the adaptive control algorithms [47], there is a need for guaranteed persistence of excitation (PE) condition which is equivalent to space exploration in reinforcement learning [29], [37], [38]. This condition is restrictive in nonlinear systems and often difficult to guarantee in practice. Hence, convergence cannot be guaranteed. The work of [39] from the adaptive control side, and the works of [40] and [41] from the reinforcement learning side propose some alternatives that rely on concurrently using current and recorded data for adaptation to obviate the difficulty of guaranteeing convergence with PE. Recently the authors in [42] have used concurrent learning in optimal adaptive control but they only prove a milder form of stability, namely uniform ultimate boundedness of the closed-loop signals by using an approach that is based on integral reinforcement learning.

1.2. Contributions

The contributions of the paper rely on the development of an adaptive learning algorithm to solve the continuous-time optimal control problem with infinite horizon cost for weakly coupled nonlinear
systems. The online adaptive algorithm is implemented as a three-critic/four-actor approximators structure, which involves continuous-time adaptation of both critic and actor approximators. The proposed algorithm is an appropriate combination of ideas from adaptive control, optimal control and reinforcement learning. Finally, we prove asymptotic stability of the equilibrium point of the closed-loop system.

Structure

The paper is structured as follows. In Section 2 we formulate the optimal control with saturated inputs problem. The approximate solution for the HJB equation is presented in Section 3. The Lyapunov proof that guarantees asymptotic stability of the closed-loop is presented in Section 4. Simulation results demonstrating the performance of the online algorithm acting on a weakly coupled system are given in Section 4. Finally Section 5 concludes and talks about future work.

Notation

The notation used here is standard. \( \mathbb{R}^+ \) is the set of positive real numbers and \( \mathbb{Z}^+ \) is the set of positive integer numbers. The superscript \( * \) is used to denote the optimal solution, \( \lambda_{\text{min}}(A) \) is the minimum eigenvalue of a matrix \( A \), \( \lambda_{\text{max}}(A) \) is the maximum eigenvalue of a matrix \( A \) and \( 1_m \) is the column vector with \( m \) ones. The gradient of a scalar-valued function with respect to a vector-valued variable \( x \) is denoted as a column vector, and is denoted by \( \nabla := \partial / \partial x \). \( V_x \) denotes the partial derivative a given function \( V(x) \) with respect to \( x \). A function \( \alpha : \mathbb{R}^+ \to \mathbb{R} \) is said to belong to class \( K(\alpha \in K) \) functions if it is strictly increasing and \( \alpha(0) = 0 \).

2. PROBLEM FORMULATION

Consider the following weakly coupled nonlinear continuous-time system,

\[
\dot{x} = \begin{bmatrix}
    \dot{x}_1 \\
    \dot{x}_2
\end{bmatrix} = \begin{bmatrix}
    f_{11}(x_1) + \varepsilon f_{12}(x_2) \\
    \varepsilon f_{21}(x_1) + f_{22}(x_2)
\end{bmatrix} + \begin{bmatrix}
    g_{11}(x_1) & \varepsilon g_{12}(x_2) \\
    \varepsilon g_{21}(x_1) & g_{22}(x_2)
\end{bmatrix} \begin{bmatrix}
    u_{11}(t) + \varepsilon u_{12}(t) \\
    \varepsilon u_{21}(t) + u_{22}(t)
\end{bmatrix},
\]

with an initial condition,

\[
\begin{bmatrix}
    x_1(0) \\
    x_2(0)
\end{bmatrix} = \begin{bmatrix}
    x_{10} \\
    x_{20}
\end{bmatrix},
\]

where \( x_1 \in \mathbb{R}^{n_1}, x_2 \in \mathbb{R}^{n_2} \), with \( n_1 + n_2 = n \) are the states that can be measured, \( u_{11}, u_{21} \in \mathbb{R}^{m_1}, u_{22} \in \mathbb{R}^{m_2} \), with \( n_1 + m_2 = m, i \in \{1, 2\} \) are the control inputs and \( \varepsilon \in \mathbb{R}^+ \) is a small coupling parameter. Moreover, \( x = [x_1^T \ x_2^T]^T \) is the full state variable and \( u = [u_{11}^T + \varepsilon u_{12}^T \ \varepsilon u_{21}^T + u_{22}^T]^T \in \mathbb{U} \subseteq \mathbb{R}^m \) is the total control input. We assume that \( f_{1i} \in \mathbb{R}^{n_1}, f_{2i} \in \mathbb{R}^{n_2} \) and \( g_{ij} \in \mathbb{R}^{n_i \times m} \) are known functions. We also assume that \( f_{1i}(0) = 0 \) and \( f_{2i}(0) = 0 \) for \( i \in \{1, 2\} \).

It is desired to minimize the following infinite horizon cost functional associated with (1),

\[
V = \frac{1}{2} \int_0^\infty r(x(\tau), u(\tau)) \, d\tau, \ \forall \ x(0)
\]

where,

\[
r(x, u) := x^T Q x + u^T R u, \ \forall \ x, u,
\]

where the matrices \( Q \geq 0 \) and \( R > 0 \) have the following weakly coupled structures,

\[
Q = \begin{bmatrix}
    Q_1 & \varepsilon Q_2 \\
    \varepsilon Q_2^T & \varepsilon Q_3
\end{bmatrix}, \quad R = \begin{bmatrix}
    R_1 & 0 \\
    0 & R_2
\end{bmatrix},
\]
with, $Q_1, Q_2, Q_3$ and $R_1, R_2$ matrices of appropriate dimensions.

The cost functional for the weakly coupled system can be rewritten as follows,

$$V = V_1(x_1, u_{11}) + \varepsilon V_2(x, u_{11}, u_{12}, u_{21}, u_{22}) + V_3(x_2, u_{22}),$$

(4)

where,

$$V_1(x_1, u_{11}) = \frac{1}{2} \int_0^\infty \{x_1^T Q_1 x_1 + u_{11}^T R_1 u_{11}\} dt, \forall x_1, u_{11},$$

(5)

$$V_2(x, u_{11}, u_{12}, u_{21}, u_{22}) = \int_0^\infty \{x_1^T Q_1 x_1 + u_{11}^T R_1 u_{11} + u_{22}^T R_2 u_{22}\} dt, \forall x, u_{11}, u_{12}, u_{21}, u_{22},$$

(6)

$$V_3(x_2, u_{22}) = \frac{1}{2} \int_0^\infty \{x_2^T Q_3 x_2 + u_{22}^T R_2 u_{22}\} dt, \forall x_2, u_{22}.$$  

(7)

The Hamiltonian of the system (1) associated with the cost function (2)-(3) after setting $\varepsilon^2 = 0$ is expressed by the following $O(\varepsilon^2)$ approximation,

$$H = H_1 + \varepsilon H_2 + H_3,$$

(8)

where,

$$H_1 = \frac{1}{2} x^T Q_1 x + V_{1x}^T f_{11}(x_1) + V_{1x}^T g_{11}(x_1) u_{11} + \frac{1}{2} u_{11}^T R_1 u_{11}, \forall x_1, u_{11},$$

(9)

$$H_2 = x_1^T Q_2 x_2 + u_{11}^T R_1 u_{12} + u_{22}^T R_2 u_{21} + V_{1x}^T f_{12}(x) + V_{3x}^T f_{21}(x)$$

$$+ V_{1x}^T g_{11}(x_1) u_{12} + V_{1x}^T g_{12}(x) u_{22} + V_{2x}^T g_{22}(x_2) u_{22} + V_{2x}^T g_{11}(x_1) + V_{2x}^T g_{22}(x_2)$$

$$+ V_{3x}^T g_{22}(x_2) u_{21}, \forall x, u_{11}, u_{12}, u_{21}, u_{22},$$

(10)

$$H_3 = \frac{1}{2} x_2^T Q_3 x_2 + V_{3x}^T f_{22}(x_2) + V_{3x}^T g_{22}(x_2) u_{22} + \frac{1}{2} u_{22}^T R_2 u_{22}, \forall x_2, u_{22}.$$  

(11)

Hence, the ultimate goal is to find the following optimal value function,

$$V^* = \min_{u \in U} \int_t^\infty r(x, u) d\tau, \quad t \geq 0,$$

(12)

subject to the state dynamics in (1).

The optimal value $V^*$ satisfies the following HJB equation (see [1] for an existence theorem),

$$\frac{1}{2} x^T Q x + \frac{1}{2} u^T R u + V^*_x f(x) + V^*_x g(x) u^* = 0,$$

(13)

where,

$$f(x) = \begin{bmatrix} f_{11} + \varepsilon f_{12} & \varepsilon f_{21} + f_{22} \end{bmatrix}^T; \quad g(x) = \begin{bmatrix} g_{11} & \varepsilon g_{12} \\ \varepsilon g_{21} & g_{22} \end{bmatrix},$$

and $u^*$ is the optimal control that will be found later.

**Assumption 1** (Smoothness of solution)
The solution to (13) is smooth, i.e. $V^* \in C^1$, and positive definite with $V^*(0) = 0$. □

**Remark 1**
Hamilton-Jacobi equations are nonlinear partial differential equations, and it is well-known that in general such equations do not admit global classical solutions and if they do, they may not be smooth. But they may have the so-called viscosity solutions [43]. Under certain local reachability and observability assumptions, they have local smooth solutions [44]. Various other assumptions guarantee existence of smooth solutions, such as that the dynamics not be bilinear and the cost function not contain cross-terms in the state and control input. The latter two assumptions are satisfied for the system (1) and the cost (2) under consideration. □
We shall now, split the solution $V_{x}^{*T}$ as follows,

$$V_{x}^{*T} = \left[ \begin{array}{c} V_{1x}^{*T} + \varepsilon V_{2x}^{*T} \\ V_{2x}^{*T} + V_{3x}^{*T} \end{array} \right].$$

(14)

The optimal control input for the system (1) with the optimal value function (12) can be obtained using the stationarity condition in the Hamiltonian (8),

$$\frac{\partial H}{\partial u} = 0 \Rightarrow u^{*} = -R^{-1}g^{T}(x)V_{x}^{*T}(x),$$

(15)

which can be split into the following control inputs,

$$u_{11}^{*}(x_{1}) = -R_{1}^{-1}g_{11}^{T}(x_{1})V_{11x}^{*T}, \forall x_{1},$$

(16)

$$u_{12}^{*}(x) = -R_{1}^{-1}(g_{11}^{T}(x_{1})V_{21x}^{*T} + g_{21}^{T}(x)V_{31x}^{*T}), \forall x,$$

(17)

$$u_{21}^{*}(x) = -R_{2}^{-1}(g_{22}^{T}(x_{2})V_{22x}^{*T} + g_{32}^{T}(x)V_{32x}^{*T}), \forall x,$$

(18)

$$u_{22}^{*}(x_{2}) = -R_{2}^{-1}g_{22}^{T}(x_{2})V_{32x}^{*T}, \forall x_{2}. $$

(19)

After substituting the optimal controls (16)-(19) into the Hamiltonians (9)-(11) one has the following 3 HJB equations $H_{i}^{*} = 0, \forall i \in \{1, 2, 3\}$,

$$0 = \frac{1}{2}x_{1}^{T}Q_{1}x_{1} + V_{1x}^{*T}f_{11}(x_{1}) + V_{2x}^{*T}g_{11}(x_{1})u_{11}^{*}(x_{1}) + \frac{1}{2}u_{11}^{*T}(x_{1})R_{1}u_{11}^{*}(x_{1}),$$

(20)

$$0 = x_{1}^{T}Q_{2}x_{2} + V_{1x}^{*T}f_{12}(x) + V_{2x}^{*T}f_{21}(x) + V_{3x}^{*T}f_{22}(x) + V_{2x}^{*T}g_{21}(x_{1})u_{11}^{*}(x_{1}) + V_{2x}^{*T}g_{22}(x_{2})u_{22}^{*}(x_{2}),$$

(21)

$$0 = \frac{1}{2}x_{2}^{T}Q_{3}x_{2} + V_{3x}^{*T}f_{22}(x) + V_{3x}^{*T}g_{32}(x_{2})u_{22}^{*}(x_{2}) + \frac{1}{2}u_{22}^{*T}(x_{2})R_{2}u_{22}^{*}(x_{2}).$$

(22)

Due to the nonlinear nature of these three weakly coupled HJB equations, finding their solution is generally difficult or impossible.

The following section shall provide approximate solutions to equations (20), (21), and (22).

### 3. APPROXIMATE SOLUTION

The next subsections will lay the foundation for updating the optimal value function and the optimal control input simultaneously by using data collected along the closed-loop trajectory.

#### 3.1. Critic approximators and recorded past data

The first step to solve the HJB equations (20), (21), and (22) is to approximate the value function $V^{*}(x)$ in equation (12) on any given compact set $\Omega \subseteq \mathbb{R}^{n}$ with a critic approximator as follows,

$$V^{*}(x) = W^{*T}\varphi(x) + \epsilon(x), \forall x,$$

(23)

where $W^{*} \in \mathbb{R}^{N_{tot}}$ are the ideal weights satisfying $|W^{*}| \leq W_{max}$; $\varphi(x) : \Omega \rightarrow \mathbb{R}^{N_{tot}}$, $\varphi(x)$ $=[\varphi_{1}(x) \varphi_{2}(x) \ldots \varphi_{N_{tot}}(x)]^{T}$ are the basis functions, such that $\varphi_{i}(0) = 0$ and $\nabla \varphi_{i}(0) = 0, \forall i = 1, \ldots, N_{tot}$; $N_{tot}$ is the number of neurons in the hidden layer and $\epsilon(x)$ is the approximation error.

It has been shown in [46] that NNs with a single hidden layer and an appropriately smooth hidden layer activation function are capable of arbitrarily accurate approximation to an arbitrary function and its derivatives.

One should pick the basis functions $\varphi_{i}(x), \forall i \in \{1, 2, \ldots, N_{tot}\}$ as polynomial, radial basis or sigmoidal functions. In this case, $V^{*}$ and its derivatives,

$$V_{x}^{*}(x) = \left[ \begin{array}{c} \frac{\partial}{\partial x} \varphi(x) \end{array} \right]^{T} W^{*} + \frac{\partial}{\partial x} \epsilon(x),$$

$$= \nabla \phi^{T}W^{*} + \nabla \epsilon, \forall x \in \Omega,$$

(24)
can be uniformly approximated on any given compact set $\Omega$. According to Weierstrass higher order approximation Theorem \cite{45}, a polynomial suffices to approximate $V^*$ as well as its derivatives when they exist. Moreover, as the number of basis sets $N_{tot}$ increases, the approximation error on a compact set $\Omega$ goes to zero, i.e., $\epsilon(x) \to 0$ as $N_{tot} \to \infty$.

We shall require a form of uniformity in this approximation result that is common in neuroadaptive control and other approximation techniques \cite{46, 47}. We shall now write the \textit{approximate Hamiltonian} as,

$$ H^* := \frac{1}{2} x^T Q x + \frac{1}{2} u^T R u + W^*^T \nabla \phi(f(x) + gu), \forall x, u, $$

with a residual error given as,

$$ \epsilon_H := H^* - H = -\nabla^T f(x) - \nabla^T (f + gu), \forall x, u, $$

with,

$$ H^* = H^*_1 + \epsilon H^*_2 + H^*_3, $$

and,

$$ \epsilon_H = \epsilon H_1 + \epsilon H_2 + \epsilon H_3. $$

\textbf{Assumption 2 (Critic Uniform Approximation)}

The critic activation functions $\phi$, the value function approximation error $\epsilon$, their derivatives, and the Hamiltonian residual error $\epsilon_H$ are all uniformly bounded on a set $\Omega \subseteq \mathbb{R}^n$, in the sense that there exist known finite constants $\phi_m, \phi_d, \epsilon_m, \epsilon_d, \epsilon_{Ham} \in \mathbb{R}^+$ such that $|\phi(x)| \leq \phi_m$, $|\nabla \phi(x)| \leq \phi_d$, $|\epsilon(x)| \leq \epsilon_m$, $|\nabla \epsilon(x)| \leq \epsilon_d$, $|\epsilon_H(x)| \leq \epsilon_{Ham}, \forall x \in \Omega$.

Since the ideal weights for the value function $V^*(x)$ that appear in (23) are unknown, one must consider the actual \textit{critic weight estimates} $\hat{W} \in \mathbb{R}^{N_{tot}}$, associated to,

$$ \hat{V}(x) = \hat{W}^T \phi(x), \forall x. $$

The approximate solution (27) can be split to obtain the approximate solution of equations (5), (6), and (7), and for that reason we shall use a vector of polynomials $\phi_1 \in \mathbb{R}^{N_1}, \phi_2 \in \mathbb{R}^{N_2}$, and $\phi_3 \in \mathbb{R}^{N_3}$ respectively. Hence, these approximations can be expressed as,

$$ \hat{V}_1(x_1) = \hat{W}_1^T \phi_1(x_1), \forall x_1, $$

$$ \hat{V}_2(x) = \hat{W}_2^T \phi_2(x), \forall x, $$

$$ \hat{V}_3(x_2) = \hat{W}_3^T \phi_3(x_2), \forall x_2. $$

Our objective is to find update laws for the weight estimates $\hat{W}_1 \in \mathbb{R}^{N_1}, \hat{W}_2 \in \mathbb{R}^{N_2}$, and $\hat{W}_3 \in \mathbb{R}^{N_3}$ where $N_j, j = \{1, 2, 3\}$ are the neurons in the hidden layer of each critic approximator. Our objective is for the actual weight estimates to converge to the ideal values in the sense that $\hat{W}_1 \to W_1^*, \hat{W}_2 \to W_2^*$, and $\hat{W}_3 \to W_3^*$.

Now, we can write the approximate Hamiltonians (25) with current weight estimates as,

$$ \hat{H}_1 = \frac{1}{2} x_1^T Q_1 x_1 + \hat{W}_1^T \nabla \phi_1 f_1(x_1) + \hat{W}_1^T \nabla \phi_1 g_11(x_1) u_{11} + \frac{1}{2} u_{11}^T R_1 u_{11}, \forall x_1, $$

$$ \hat{H}_2 = x_1^T Q_2 x_2 + u_{11}^T R_1 u_{11} + u_{21}^T R_2 u_{21} + \hat{W}_1^T \nabla \phi_1 f_2(x) + \hat{W}_3^T \nabla \phi_3 f_21(x) $$

$$ + \hat{W}_1^T \nabla \phi_1 g_12(x_1) u_{12} + \hat{W}_1^T \nabla \phi_1 g_21(x_1) u_{21} + \hat{W}_2^T \nabla \phi_2 g_22(x_1) u_{11} + \hat{W}_2^T \nabla \phi_2 g_22(x_2) u_{22} $$

$$ + \hat{W}_2^T \nabla \phi_2 f_21(x_1) + \hat{W}_2^T \nabla \phi_2 f_22(x_2) $$

$$ + \hat{W}_3^T \nabla \phi_3 g_21(x_1) u_{11} + \hat{W}_3^T \nabla \phi_3 g_22(x_2) u_{21}, \forall x, u_{11}, u_{12}, u_{21}, u_{22}, $$

$$ \hat{H}_3 = \frac{1}{2} x_2^T Q_3 x_2 + \hat{W}_3^T \nabla \phi_3 f_22(x_2) + \hat{W}_3^T \nabla \phi_3 g_22(x_2) u_{22} + \frac{1}{2} u_{22}^T R_2 u_{22}, \forall x_2, u_{22}. $$
It is obvious that, when we have convergence of the actual weight estimates to the ideal weight values and \( u_{11} = u_{11}^*, u_{12} = u_{12}^*, u_{21} = u_{21}^*, u_{22} = u_{22}^* \) then the approximate Hamiltonians also converge to the HJB equations in the sense that \( \dot{H}_1 \rightarrow H_1^*, \dot{H}_2 \rightarrow H_2^*, \) and \( \dot{H}_3 \rightarrow H_3^* \), as \( t \rightarrow \infty \).

**Definition 1** ([47])

A vector signal \( \Phi(t) \) is *exciting* over the interval \([t, t + T_{E}]\), with \( T_{E} \in \mathbb{R}^+ \) if there exists \( \beta_1, \beta_2 \in \mathbb{R}^+ \) such that \( \beta_1 I \leq \int_t^{t+T_E} \Phi(\tau)P^T(\tau)\,d\tau \leq \beta_2 I \) with \( I \) an identity matrix of appropriate dimensions.

To achieve convergence of (31), (32), (33) to the (approximate) Hamiltonian (25) along the closed-loop trajectories, one would typically need persistence of excitation for all \( t \geq 0 \) (see Definition 1) for the vectors \( \omega_1(t), \omega_2(t), \omega_3(t) \) defined by

\[
\omega_1 := \nabla \phi_1(f_{11} + g_{11}u_{11}),
\]

\[
\omega_2 := \nabla \phi_{2x_2}(f_{22} + g_{22}u_{22}) + \nabla \phi_{2x_1}(f_{11} + g_{11}u_{11}),
\]

\[
\omega_3 := \nabla \psi_3(f_{22} + g_{22}u_{22}).
\]

To weaken the need to guarantee a persistence of excitation condition in the sense of Definition 1 for infinite-time, we follow the approach proposed in [48] that uses *past recorded data, concurrently with current data*. To this effect, we define the Hamiltonian errors corresponding to the data collected at the *current time* \( t \),

\[
e_1(t) := \dot{H}_1 - H_1^* = \dot{H}_1 \left( x(t), u_{11}(t), \hat{W}_1(t)^T \nabla \phi_1(x(t)) \right),
\]

\[
e_2(t) := \dot{H}_2 - H_2^* = \dot{H}_2 \left( x(t), u_{11}(t), u_{22}(t), u_{12}(t), u_{21}(t), \hat{W}_1(t)^T \nabla \phi_1(x(t)), \hat{W}_2(t)^T \nabla \phi_2(x(t)), \hat{W}_3(t)^T \nabla \phi_3(x(t)) \right),
\]

\[
e_3(t) := \dot{H}_3 - H_3^* = \dot{H}_3 \left( x(t), u_{22}(t), \hat{W}_3(t)^T \nabla \phi_3(x(t)) \right),
\]

where the latter equalities in equations (37), (38), and (39) are due to (20), (21), and (22), respectively. Similarity, the errors corresponding to data *previously collected at times* \( t_0, t_1, \ldots, t_k, t < t_j, j \in \{1, 2, 3\} \) can be defined as,

\[
e_{1\text{buff}}(t_i, t) := \hat{H}_1 \left( x(t_i), u_{11}(t_i), \hat{W}_1(t_i)^T \nabla \phi_1(x(t_i)) \right),
\]

\[
e_{2\text{buff}}(t_i, t) := \hat{H}_2 \left( x(t_i), u_{11}(t_i), u_{22}(t_i), u_{12}(t_i), u_{21}(t_i), \hat{W}_1(t_i)^T \nabla \phi_1(x(t_i)), \hat{W}_2(t_i)^T \nabla \phi_2(x(t_i)), \hat{W}_3(t_i)^T \nabla \phi_3(x(t_i)) \right),
\]

\[
e_{3\text{buff}}(t_i, t) := \hat{H}_3 \left( x(t_i), u_{22}(t_i), \hat{W}_3(t_i)^T \nabla \phi_3(x(t_i)) \right).
\]

Note that, while the errors \( e_{1\text{buff}}(t_i, t), e_{2\text{buff}}(t_i, t), e_{3\text{buff}}(t_i, t) \) use past state and input data \( x(t_i), u_{11}(t_i), u_{22}(t_i) \) and \( u_{11}(t_i), u_{22}(t_i), u_{21}(t_i), u_{22}(t_i) \) respectively, they are defined based on the *current* weight estimates \( \hat{W}_1(t_i), \hat{W}_2(t_i), \hat{W}_3(t_i) \).

The current and previous errors defined above can be combined into the following (normalized) quadratic errors,

\[
E_1(t) = \frac{1}{2} \left( \frac{e_1^2(t)}{(\omega_1(t)^T \omega_1(t) + 1)^2} + \sum_{i=1}^{k_1} \frac{e_{1\text{buff}}^2(t_i, t)}{(\omega_1(t_i)^T \omega_1(t_i) + 1)^2} \right), \forall t
\]

\[
E_2(t) = \frac{1}{2} \left( \frac{e_2^2(t)}{(\omega_2(t)^T \omega_2(t) + 1)^2} + \sum_{i=1}^{k_2} \frac{e_{2\text{buff}}^2(t_i, t)}{(\omega_2(t_i)^T \omega_2(t_i) + 1)^2} \right), \forall t
\]

\[
E_3(t) = \frac{1}{2} \left( \frac{e_3^2(t)}{(\omega_3(t)^T \omega_3(t) + 1)^2} + \sum_{i=1}^{k_3} \frac{e_{3\text{buff}}^2(t_i, t)}{(\omega_3(t_i)^T \omega_3(t_i) + 1)^2} \right), \forall t.
\]
The tuning laws for the three critic approximators are obtained by a gradient descent-like rule as follows,

\[
\dot{\hat{W}}_1 = -\alpha_1 \left( \frac{\omega_1(t)}{\omega_1(t)^T \omega_1(t) + 1} \right)^2 \epsilon_1(t) - \alpha_1 \sum_{i=1}^{k_1} \left( \frac{\omega_1(t_i)}{\omega_1(t_i)^T \omega_1(t_i) + 1} \right)^2 e_{1bfs},(t_i,t),
\]

\[
(40)
\]

\[
\dot{\hat{W}}_2 = -\alpha_2 \left( \frac{\omega_2(t)}{\omega_2(t)^T \omega_2(t) + 1} \right)^2 \epsilon_2(t) - \alpha_2 \sum_{i=1}^{k_2} \left( \frac{\omega_2(t_i)}{\omega_2(t_i)^T \omega_2(t_i) + 1} \right)^2 e_{2bfs},(t_i,t),
\]

\[
(41)
\]

\[
\dot{\hat{W}}_3 = -\alpha_3 \left( \frac{\omega_3(t)}{\omega_3(t)^T \omega_3(t) + 1} \right)^2 \epsilon_3(t) - \alpha_3 \sum_{i=1}^{k_3} \left( \frac{\omega_3(t_i)}{\omega_3(t_i)^T \omega_3(t_i) + 1} \right)^2 e_{3bfs},(t_i,t),
\]

\[
(42)
\]

\[\forall t > t_i \geq 0, \text{ where } \alpha_1 \in \mathbb{R}^+, \alpha_2 \in \mathbb{R}^+, \alpha_3 \in \mathbb{R}^+, \text{ are constant gains that determine the speed of convergence.}\]

Now we shall define the weight estimation errors of the critic approximators as,

\[
\hat{W}_1 := W_i^\ast - \hat{W}_1 \in \mathbb{R}^{N_1}
\]

\[
(43)
\]

\[
\hat{W}_2 := W_i^\ast - \hat{W}_2 \in \mathbb{R}^{N_2}
\]

\[
(44)
\]

\[
\hat{W}_3 := W_i^\ast - \hat{W}_3 \in \mathbb{R}^{N_3}
\]

\[
(45)
\]

where \(W_i^\ast \in \mathbb{R}^{N_i}, \ i \in \{1, 2, 3\}\) are the ideal weights, satisfying \(|W_i^\ast| \leq W_{\text{imax}}, \ i \in \{1, 2, 3\}\) with \(W_{\text{imax}} \in \mathbb{R}^+, \ i \in \{1, 2, 3\}\). Now the weight estimation error dynamics are given as,

\[
\dot{\hat{W}}_1 = -\alpha_1 \left( \frac{\omega_1(t)\omega_1(t)^T}{\omega_1(t)^T \omega_1(t) + 1} \right)^2 \epsilon_{H_1}(t) + \left( \frac{\omega_1(t)\omega_1(t)^T}{\omega_1(t)^T \omega_1(t) + 1} \right)^2 \epsilon_{H_1}(t_i)
\]

\[
 = -N_{\text{om1}} + p_{\text{er1}},
\]

\[
(46)
\]

\[
\dot{\hat{W}}_2 = -\alpha_2 \left( \frac{\omega_2(t)\omega_2(t)^T}{\omega_2(t)^T \omega_2(t) + 1} \right)^2 \epsilon_{H_2}(t) + \left( \frac{\omega_2(t)\omega_2(t)^T}{\omega_2(t)^T \omega_2(t) + 1} \right)^2 \epsilon_{H_2}(t_i)
\]

\[
 = -N_{\text{om2}} + p_{\text{er2}},
\]

\[
(47)
\]

\[
\dot{\hat{W}}_3 = -\alpha_3 \left( \frac{\omega_3(t)\omega_3(t)^T}{\omega_3(t)^T \omega_3(t) + 1} \right)^2 \epsilon_{H_3}(t) + \left( \frac{\omega_3(t)\omega_3(t)^T}{\omega_3(t)^T \omega_3(t) + 1} \right)^2 \epsilon_{H_3}(t_i)
\]

\[
 = -N_{\text{om3}} + p_{\text{er3}},
\]

\[
(48)
\]
where \(N_{\text{omt}}, \forall i \in \{1, 2, 3\}\) are the nominal systems and \(p_{\text{pert}}, \forall i \in \{1, 2, 3\}\) are the perturbation due to the errors \(e_{H_i}, \forall i \in \{1, 2, 3\}\).

Note that, in order to derive the expressions for the components of \(\hat{W} = -\hat{W}\) we used (40), (41), (42) together with the fact that \(\frac{1}{2}x^T Q x + \frac{1}{2}u^T R u = -W^* W \omega(t) + e_H(t)\), which is a consequence of (9), (10), (11), and (26).

**Theorem 1**

Suppose that \(\{\omega_j(t_1), \ldots, \omega_j(t_k)\}\) contains \(N_j, \forall j \in \{1, 2, 3\}\) linearly independent vectors and that the critic tuning laws are given by (40), (41), (42). Then, for any given control signal \(u(t)\) for the nominal systems (i.e. \(e_{H_i} = 0, \forall i \in \{1, 2, 3\}\)) we have that,

\[
\frac{d}{dt} \left| \hat{W}_1(t) \right|^2 \leq -2\alpha_1 \lambda_{\min} \left( \sum_{i=1}^{k_1} \frac{\omega_1(t_i) \omega_1(t_i)^T}{(\omega_1(t_i)^T \omega_1(t_i)+1)^2} \right) \left| \hat{W}_1 \right|^2 ,
\]

\[
\frac{d}{dt} \left| \hat{W}_2(t) \right|^2 \leq -2\alpha_2 \lambda_{\min} \left( \sum_{i=1}^{k_2} \frac{\omega_2(t_i) \omega_2(t_i)^T}{(\omega_2(t_i)^T \omega_2(t_i)+1)^2} \right) \left| \hat{W}_2 \right|^2 ,
\]

\[
\frac{d}{dt} \left| \hat{W}_3(t) \right|^2 \leq -2\alpha_3 \lambda_{\min} \left( \sum_{i=1}^{k_3} \frac{\omega_3(t_i) \omega_3(t_i)^T}{(\omega_3(t_i)^T \omega_3(t_i)+1)^2} \right) \left| \hat{W}_3 \right|^2 ,
\]

and for bounded \(e_{H_j}, \forall j \in \{1, 2, 3\}\), the \(\hat{W}_j, \forall j \in \{1, 2, 3\}\) converge exponentially to the residual sets, \(R_{\omega_j} = \left\{ \hat{W}_j \mid \left| \hat{W}_j \right| \leq \frac{\Lambda_j}{\lambda_{\min} \left( \sum_{i=1}^{k_j} \frac{\omega_j(t_i) \omega_j(t_i)^T}{(\omega_j(t_i)^T \omega_j(t_i)+1)^2} \right)} \right\}, \forall j \in \{1, 2, 3\}\).

**Remark 2**

Ordinary adaptive optimal control algorithms, e.g. [49], do not have the extra past-data term \(\sum_{i=1}^{k_j} \frac{\omega_j(t_i) \omega_j(t_i)^T}{(\omega_j(t_i)^T \omega_j(t_i)+1)^2} , \forall j \in \{1, 2, 3\}\) in the error dynamics and thus need a persistence of excitation condition on \(\frac{\omega_j(t)}{(\omega_j(t)^T \omega_j(t)+1)^2} \) (typically of the form \(\beta_1 I \leq \int_{t_0}^{t+T} \frac{\omega_j(t) \omega_j(t)^T}{(\omega_j(t)^T \omega_j(t)+1)^2} dt \leq \beta_2 I\) with constants \(\beta_1, \beta_2, T \in \mathbb{R}^+\)) that holds for every \(t\) from \(t_0 = 0\) to \(t = \infty\). This condition cannot be verified during learning. In Theorem 1, the persistence of excitation condition comes through the requirement that at least \(N_j, \forall j \in \{1, 2, 3\}\) of the vectors \(\{\omega_j(t_1), \ldots, \omega_j(t_k)\}\), \(\forall j \in \{1, 2, 3\}\) must be linearly independent, which is equivalent to the matrix \(\Lambda_j := \sum_{i=1}^{k_j} \frac{\omega_j(t_i) \omega_j(t_i)^T}{(\omega_j(t_i)^T \omega_j(t_i)+1)^2} \) \(\forall j \in \{1, 2, 3\}\) being positive definite. In practice, as one collects each additional vector \(\omega_j(t_i)\), one adds a new term to the matrix \(\sum_{i=1}^{k_j} \frac{\omega_j(t_i) \omega_j(t_i)^T}{(\omega_j(t_i)^T \omega_j(t_i)+1)^2} \) \(\forall j \in \{1, 2, 3\}\) and one can stop recording points as soon as this matrix becomes full-rank (i.e. \(t_k, \forall j \in \{1, 2, 3\}\) time has been reached). From that point forward, one does not need to record new data and the assumption of Theorem 1 holds, regardless of whether or not future data provides additional excitation. In spite of the fact that our Theorem, for theoretical purposes requires a very large number of basis sets (i.e. \(N_j \rightarrow \infty, \forall j \in \{1, 2, 3\}\)) in our numerical simulations it suffices to pick a small number of quadratic or radial basis functions. The selection of the times \(t_i\) is somewhat arbitrary, but in our numerical simulations we typically select these values equally spaced in time.

**Remark 3**

It is assumed that the maximum number of data points to be stored in the history (i.e., \(t_0, t_1, \ldots, t_{k_j} < t, \forall j \in \{1, 2, 3\}\)) is limited due to memory/bandwidth limitations.

**Proof of Theorem 1.** See Appendix.
3.2. Actor approximators

One could use a single set of weights with a sliding-mode controller as in [51] to approximate both the optimal value functions \( V^*_1, V^*_2, V^*_3 \) and their gradients \( \nabla V^*_1, \nabla V^*_2, \nabla V^*_3 \) but instead we independently adjust two sets of weights: the critic weights introduced in (28), (29), (30) to approximate \( V^*_1, V^*_2, V^*_3 \), respectively and the actor weights introduced below to approximate \( u_{11}^*, u_{12}^*, u_{21}^*, u_{22}^* \) from (16), (17), (18), (19). While this carries additional computational burden, the flexibility introduced by this “over-parameterization” will enable us to establish convergence to the optimal solution and guaranteed Lyapunov-based stability, which seems difficult using only one set of weights.

The optimal control policies (16), (17), (18), (19) can be approximated, respectively, by 4 actor approximators as follows

\[
\begin{align*}
    u_{11}^*(x_1) &= W_{u_{11}}^T \phi_{u_{11}}(x_1) + \epsilon_{u_{11}}(x_1), \quad \forall x_1 \\
    u_{12}^*(x) &= W_{u_{12}}^T \phi_{u_{12}}(x) + \epsilon_{u_{12}}(x), \quad \forall x \\
    u_{21}^*(x) &= W_{u_{21}}^T \phi_{u_{21}}(x) + \epsilon_{u_{21}}(x), \quad \forall x \\
    u_{22}^*(x_2) &= W_{u_{22}}^T \phi_{u_{22}}(x_2) + \epsilon_{u_{22}}(x_2), \quad \forall x_2
\end{align*}
\]

where \( W_{u_{11}}^* \in \mathbb{R}^{N_4 \times m}, W_{u_{12}}^* \in \mathbb{R}^{N_5 \times m}, W_{u_{21}}^* \in \mathbb{R}^{N_6 \times m}, \) and \( W_{u_{22}}^* \in \mathbb{R}^{N_7 \times m} \) are the ideal weight matrices, \( \phi_{u_{11}}(x_1), \phi_{u_{12}}(x), \phi_{u_{21}}(x), \) and \( \phi_{u_{22}}(x_2) \) are the basis functions defined in a similar way than the one used for the critic approximators, \( N_4, N_5, N_6, N_7 \) is the number of neurons in the hidden layer of each actor approximator, and \( \epsilon_{u_{11}}, \epsilon_{u_{12}}, \epsilon_{u_{21}}, \epsilon_{u_{22}} \) are the four approximation errors. As before, the \( u_{11}^*(x_1), u_{12}^*(x), u_{21}^*(x), u_{22}^*(x_2) \) can be uniformly approximated, as expressed by the following assumption. According to Weierstrass higher order approximation theorem [46], a polynomial basis set suffices for proper approximation, and moreover as the number of basis sets \( N_4, N_5, N_6, N_7 \) increases, the approximation errors go to zero, i.e., \( \epsilon_{u_{11}} \to 0, \epsilon_{u_{12}} \to 0, \epsilon_{u_{21}} \to 0, \) and \( \epsilon_{u_{22}} \to 0, \) as \( N_4, N_5, N_6, N_7 \to \infty. \)

**Assumption 3 (Actor Uniform Approximation)**

The actor activation functions in \( \phi_{u_{11}} \in \mathbb{R}^{N_4}, \phi_{u_{12}} \in \mathbb{R}^{N_5}, \phi_{u_{21}} \in \mathbb{R}^{N_6}, \phi_{u_{22}} \in \mathbb{R}^{N_7} \) and the actor residual errors \( \epsilon_{u_{11}}, \epsilon_{u_{12}}, \epsilon_{u_{21}}, \epsilon_{u_{22}} \) are all uniformly bounded on any given compact set \( \Omega, \) in the sense that there exist known finite constants \( \{\phi_{u_{11}}_{\text{max}}, \phi_{u_{12}}_{\text{max}}, \phi_{u_{21}}_{\text{max}}, \phi_{u_{22}}_{\text{max}}\} \in \mathbb{R}^+ \) and \( \{\epsilon_{u_{11}}_{\text{max}}, \epsilon_{u_{12}}_{\text{max}}, \epsilon_{u_{21}}_{\text{max}}, \epsilon_{u_{22}}_{\text{max}}\} \in \mathbb{R}^+ \) such that \( |\phi_{u_{11}}(x_1)| \leq \phi_{u_{11}}_{\text{max}}, |\phi_{u_{12}}(x)| \leq \phi_{u_{12}}_{\text{max}}, |\phi_{u_{21}}(x_2)| \leq \phi_{u_{21}}_{\text{max}}, |\phi_{u_{22}}(x_2)| \leq \phi_{u_{22}}_{\text{max}}, \) \( |\epsilon_{u_{11}}(x_1)| \leq \epsilon_{u_{11}}_{\text{max}}, |\epsilon_{u_{12}}(x)| \leq \epsilon_{u_{12}}_{\text{max}}, |\epsilon_{u_{21}}(x_2)| \leq \epsilon_{u_{21}}_{\text{max}}, |\epsilon_{u_{22}}(x_2)| \leq \epsilon_{u_{22}}_{\text{max}}, \forall x \in \Omega. \)

Since the ideal weights \( W_{u_{11}}^* \in \mathbb{R}^{N_4 \times m}, W_{u_{12}}^* \in \mathbb{R}^{N_5 \times m}, W_{u_{21}}^* \in \mathbb{R}^{N_6 \times m}, \) and \( W_{u_{22}}^* \in \mathbb{R}^{N_7 \times m} \) are not known, we introduce the current actor estimate weights \( \hat{W}_{u_{11}}, \hat{W}_{u_{12}}, \hat{W}_{u_{21}}, \) and \( \hat{W}_{u_{22}} \) to approximate the optimal controls (52), (53), (54), (55), respectively, by the following actor approximators,

\[
\begin{align*}
    \hat{u}_{11}(x_1) &= \hat{W}_{u_{11}}^T \phi_{u_{11}}(x_1), \quad \forall x_1 \\
    \hat{u}_{12}(x) &= \hat{W}_{u_{12}}^T \phi_{u_{12}}(x), \quad \forall x \\
    \hat{u}_{21}(x) &= \hat{W}_{u_{21}}^T \phi_{u_{21}}(x), \quad \forall x \\
    \hat{u}_{22}(x_2) &= \hat{W}_{u_{22}}^T \phi_{u_{22}}(x_2), \quad \forall x_2
\end{align*}
\]
Our goal is then to appropriately tune $\hat{W}_{u_{11}}$, $\hat{W}_{u_{12}}$, $\hat{W}_{u_{21}}$, $\hat{W}_{u_{22}}$, such that the following quadratic error terms are minimized,

\begin{align}
E_{u_{11}} &= \frac{1}{2} e_{u_{11}}^T(t) e_{u_{11}}(t), \quad \forall t, \\
E_{u_{12}} &= \frac{1}{2} e_{u_{12}}^T(t) e_{u_{12}}(t), \quad \forall t, \\
E_{u_{21}} &= \frac{1}{2} e_{u_{21}}^T(t) e_{u_{21}}(t), \quad \forall t, \\
E_{u_{22}} &= \frac{1}{2} e_{u_{22}}^T(t) e_{u_{22}}(t), \quad \forall t,
\end{align}

where,

\begin{align*}
e_{u_{11}} &= \hat{W}_{u_{11}}^T \phi_{u_{11}} + R_1^{-1} g_{11}^T(x_1) \nabla \phi_1^T \hat{W}_1, \\
e_{u_{12}} &= \hat{W}_{u_{12}}^T \phi_{u_{12}} + R_1^{-1} \left( g_{11}^T(x_1) \nabla \phi_2^T \hat{W}_2 + g_{21}^T(x_2) \nabla \phi_3^T \hat{W}_3 \right), \\
e_{u_{21}} &= \hat{W}_{u_{21}}^T \phi_{u_{21}} + R_2^{-1} \left( g_{22}^T(x_2) \nabla \phi_2^T \hat{W}_2 + g_{12}^T(x_1) \nabla \phi_1^T \hat{W}_1 \right), \\
e_{u_{22}} &= \hat{W}_{u_{22}}^T \phi_{u_{22}} + R_2^{-1} g_{22}^T(x_2) \nabla \phi_3^T \hat{W}_3,
\end{align*}

are the errors between the estimates (67), (68), (69), (70) and versions of (16), (17), (18), (19), in which $V^\ast$ is approximated by the estimates of the critic approximators (28), (29), (30).

The tuning laws for the actor approximators are obtained by a gradient descent-like rule as follows

\begin{align}
\dot{\hat{W}}_{u_{11}} &= -\alpha_{u_{11}} \frac{\partial E_{u_{11}}}{\partial \hat{W}_{u_{11}}} = -\alpha_{u_{11}} \phi_{u_{11}} e_{u_{11}} \\
&= -\alpha_{u_{11}} \phi_{u_{11}} \left( \hat{W}_{u_{11}}^T \phi_{u_{11}} + R_1^{-1} g_{11}^T(x_1) \nabla \phi_1^T \hat{W}_1 \right)^T, \\
\dot{\hat{W}}_{u_{12}} &= -\alpha_{u_{12}} \frac{\partial E_{u_{12}}}{\partial \hat{W}_{u_{12}}} = -\alpha_{u_{12}} \phi_{u_{12}} e_{u_{12}} \\
&= -\alpha_{u_{12}} \phi_{u_{12}} \left( \hat{W}_{u_{12}}^T \phi_{u_{12}} + R_1^{-1} \left( g_{11}^T(x_1) \nabla \phi_2^T \hat{W}_2 + g_{21}^T(x_2) \nabla \phi_3^T \hat{W}_3 \right) \right)^T, \\
\dot{\hat{W}}_{u_{21}} &= -\alpha_{u_{21}} \frac{\partial E_{u_{21}}}{\partial \hat{W}_{u_{21}}} = -\alpha_{u_{21}} \phi_{u_{21}} e_{u_{21}} \\
&= -\alpha_{u_{21}} \phi_{u_{21}} \left( \hat{W}_{u_{21}}^T \phi_{u_{21}} + R_2^{-1} \left( g_{22}^T(x_2) \nabla \phi_2^T \hat{W}_2 + g_{12}^T(x_1) \nabla \phi_1^T \hat{W}_1 \right) \right)^T, \\
\dot{\hat{W}}_{u_{22}} &= -\alpha_{u_{22}} \frac{\partial E_{u_{22}}}{\partial \hat{W}_{u_{22}}} = -\alpha_{u_{22}} \phi_{u_{22}} e_{u_{22}} \\
&= -\alpha_{u_{22}} \phi_{u_{22}} \left( \hat{W}_{u_{22}}^T \phi_{u_{22}} + R_2^{-1} g_{22}^T(x_2) \nabla \phi_3^T \hat{W}_3 \right)^T,
\end{align}

where $\alpha_{u_{11}} \in \mathbb{R}^+$, $\alpha_{u_{12}} \in \mathbb{R}^+$, $\alpha_{u_{21}} \in \mathbb{R}^+$, and $\alpha_{u_{22}} \in \mathbb{R}^+$ are constant gains that determine the speed of convergence. Defining the weight estimation errors for each of the actors by

\begin{align}
\tilde{W}_{u_{11}} &= W^\ast_{u_{11}} - \hat{W}_{u_{11}}, \quad \in \mathbb{R}^{N_{u_{11}} \times m} \\
\tilde{W}_{u_{12}} &= W^\ast_{u_{12}} - \hat{W}_{u_{12}}, \quad \in \mathbb{R}^{N_{u_{12}} \times m} \\
\tilde{W}_{u_{21}} &= W^\ast_{u_{21}} - \hat{W}_{u_{21}}, \quad \in \mathbb{R}^{N_{u_{21}} \times m} \\
\tilde{W}_{u_{22}} &= W^\ast_{u_{22}} - \hat{W}_{u_{22}}, \quad \in \mathbb{R}^{N_{u_{22}} \times m},
\end{align}
and after taking into consideration that (16), (17), (18), (19) with (23) is approximated by (56), (57), (58), (59), respectively, the actor approximators error dynamics can be written as

\[
\dot{\hat{W}}_{u1} = - \alpha_{u12} \phi_{u12} \phi_{u12}^T \hat{W}_{u12} - \alpha_{u12} \phi_{u12} \left( R_{11}^{-1} g_{11}^T(x_1) \nabla \phi_{11}^T \hat{W}_1 \right)^T \\
- \alpha_{u12} \phi_{u12} \epsilon_{u12} - \alpha_{u12} \phi_{u12} \left[ R_{11}^{-1} g_{11}^T(x_1) \nabla \epsilon_1 \right]^T,
\]

(72)

\[
\dot{\hat{W}}_{u12} = - \alpha_{u21} \phi_{u21} \phi_{u21}^T \hat{W}_{u12} - \alpha_{u21} \phi_{u21} \left( R_{22}^{-1} g_{22}^T(x_2) \nabla \phi_{22}^T \hat{W}_2 + R_{22}^{-1} g_{22}^T(x_2) \nabla \phi_{32} \hat{W}_3 \right)^T \\
- \alpha_{u21} \phi_{u21} \epsilon_{u21} - \alpha_{u21} \phi_{u21} \left[ R_{22}^{-1} g_{22}^T(x_2) \nabla \epsilon_2 + R_{22}^{-1} g_{22}^T(x_2) \nabla \epsilon_3 \right]^T,
\]

(73)

\[
\dot{\hat{W}}_{u21} = - \alpha_{u21} \phi_{u21} \phi_{u21}^T \hat{W}_{u21} - \alpha_{u21} \phi_{u21} \left( R_{22}^{-1} g_{22}^T(x_2) \nabla \phi_{21}^T \hat{W}_2 + R_{22}^{-1} g_{22}^T(x_2) \nabla \phi_{12} \hat{W}_1 \right)^T \\
- \alpha_{u21} \phi_{u21} \epsilon_{u21} - \alpha_{u21} \phi_{u21} \left[ R_{22}^{-1} g_{22}^T(x_2) \nabla \epsilon_2 + R_{22}^{-1} g_{22}^T(x_2) \nabla \epsilon_1 \right]^T,
\]

(74)

\[
\dot{\hat{W}}_{u22} = - \alpha_{u22} \phi_{u22} \phi_{u22}^T \hat{W}_{u22} - \alpha_{u22} \phi_{u22} \left( R_{22}^{-1} g_{22}^T(x_2) \nabla \phi_{22}^T \hat{W}_2 \right)^T \\
- \alpha_{u22} \phi_{u22} \epsilon_{u22} - \alpha_{u22} \phi_{u22} \left[ R_{22}^{-1} g_{22}^T(x_2) \nabla \epsilon_3 \right]^T.
\]

(75)

A pseudocode (with inline comments to provide guidance following after the symbol \( \Rightarrow \)) that describes the proposed adaptive-optimal control algorithm has the following form.

**Algorithm 1: Adaptive-Optimal Control Algorithm for Weakly-Coupled Nonlinear Systems**

1: Start with initial state \( x(0) \), random initial weights \( \hat{W}_{u11}(0) , \hat{W}_{u12}(0) , \hat{W}_{u21}(0) , \hat{W}_{u22}(0) , \hat{W}_1(0) , \hat{W}_2(0) , \hat{W}_3(0) \) and \( i = 1 \)

2: **procedure**

3: Propagate \( t , x(t) \) using (1)

4: Propagate \( \hat{W}_{u11} , \hat{W}_{u12} , \hat{W}_{u21} , \hat{W}_{u22} , \hat{W}_1 , \hat{W}_2 , \hat{W}_3 \) \( \Rightarrow \) \{ integrate \( \dot{\hat{W}}_{u11} , \dot{\hat{W}}_{u12} , \dot{\hat{W}}_{u21} , \dot{\hat{W}}_{u22} \) as in (64)-(67) and \( \dot{\hat{W}}_1 , \dot{\hat{W}}_2 , \dot{\hat{W}}_3 \) as in (40)-(42) using any ode solver (e.g. Runge Kutta) \}

5: Compute \( \hat{V}_1 - \hat{W}_{u11}^T \phi_{11}(x_1) , \hat{V}_2 - \hat{W}_{u22}^T \phi_{22}(x_2) , \hat{V}_3 - \hat{W}_{u22}^T \phi_{22}(x_2) \)

6: Compute \( u_{12} - \hat{W}_{u12}^T \phi_{u12}(x_1) , u_{21} - \hat{W}_{u21}^T \phi_{u21}(x_1) , u_{22} - \hat{W}_{u22}^T \phi_{u22}(x_2) \)

7: if \( i \neq k \) then \( \Rightarrow \) \{ \{ \omega_j(t_1) , \omega_j(t_2) , \ldots , \omega_j(t_k) \} , \forall j \in \{ 1, 2, 3 \} \) has \( N_1 , N_2 \) and \( N_3 \) linearly independent elements respectively and \( t_k \) is the time instant that this happens \}

8: Select an arbitrary data point to be included in each history stack (c.f. Remarks 2-3)

9: \( i := i + 1 \)

10: **end if**

11: **end procedure**

**Remark 4**

Note that the algorithm runs in real time in a plug-n-play framework and we do not have any iterations within the algorithm. The computational complexity is similar to an adaptive control architecture [47] which increase with the number of the states.

3.3. Stability analysis

The following regularity assumption is needed for the stability analysis presented below.

**Assumption 4**

The process input functions \( g_{11}(\cdot) , g_{12}(\cdot) , g_{21}(\cdot) \) and \( g_{22}(\cdot) \) are uniformly bounded on \( \Omega \), i.e., \( \sup_{x \in \Omega} | g_{11}(x) | < g_{11\text{max}}, \sup_{x \in \Omega} | g_{12}(x) | < g_{12\text{max}}, \sup_{x \in \Omega} | g_{21}(x) | < g_{21\text{max}}, \sup_{x \in \Omega} | g_{22}(x) | < g_{22\text{max}} \). 

To remove the effect of the approximation errors \( \epsilon_1 , \epsilon_{u11} , \epsilon_2 , \epsilon_{u12} , \epsilon_3 , \epsilon_{u22} \) (and their partial derivatives) and obtain a closed-loop system with an asymptotically stable equilibrium point, one
needs to add robustifying control terms to (56), (57), (58), and (59), following the work of [52] and write,

\[
\begin{align*}
    u_{11}(t) &= \hat{W}_u^T \phi_{u_11}(x_1) - \frac{x_1^T x_1}{(A + x_1^T x_1)} B_{111} 1_{m_1}, \forall t, \\
    u_{12}(t) &= \hat{W}_u^T \phi_{u_12}(x) - \frac{x^T x}{(A + x^T x)} B_{121} 1_{m_1}, \forall t, \\
    u_{21}(t) &= \hat{W}_u^T \phi_{u_21}(x) - \frac{x^T x}{(A + x^T x)} B_{211} 1_{m_2}, \forall t, \\
    u_{22}(t) &= \hat{W}_u^T \phi_{u_22}(x_2) - \frac{x_2^T x_2}{(A + x_2^T x_2)} B_{221} 1_{m_2}, \forall t,
\end{align*}
\]

with \( A \in \mathbb{R}^+ \), and \( B_{11} \in \mathbb{R}^+, \ B_{12} \in \mathbb{R}^+, \ B_{21} \in \mathbb{R}^+, \ B_{22} \in \mathbb{R}^+ \) satisfying (80), (81), (82), and (83) respectively,

\[
\begin{align*}
    B_{11} |x_1|^2 &\geq \frac{A + |x_1|^2}{(W_{1max} \phi_{1dmax} + \epsilon_{1dmax})g_{11max}} \left\{ \frac{1}{4\alpha_1} \left( 1 + \lambda_{max} \left( \sum_{i=1}^{k_1} \left( (\omega_1(t_i))^T (\omega_1(t_i) + 1) \right)^2 \right) \right) \right\}^2 \epsilon_{H1max}^2 \\
    &+ \left( (\phi_{u11max} \lambda_{max} (R_{1}^{-1}) g_{11max} \nabla \epsilon_{1max} + \phi_{u11max} \epsilon_{u11max}) + \phi_{u11max} \epsilon_{u11max} \right)^2 \frac{1}{2} \\
    &+ \frac{g_{11max} \phi_{u12max}}{2} \left( W_{2max} \phi_{2dmax} + \epsilon_{2dmax} \right)^2 + \frac{1}{2} \left( W_{2max} \phi_{2dmax} + \epsilon_{2dmax} \right)^2 + \frac{1}{2} \epsilon_{u11max}^2 \left\{ \right. \},
\end{align*}
\]

\[
\begin{align*}
    B_{12} |x|^2 &\geq \frac{A + |x|^2}{(W_{1max} \phi_{2dmax} + \epsilon_{2dmax})g_{12max}} \left\{ \frac{1}{4\alpha_2} \left( 1 + \lambda_{max} \left( \sum_{i=1}^{k_2} \left( (\omega_2(t_i))^T (\omega_2(t_i) + 1) \right)^2 \right) \right) \right\}^2 \epsilon_{2H2max}^2 \\
    &+ \left( (\phi_{u12max} \lambda_{max} (R_{1}^{-1}) g_{12max} \nabla \epsilon_{2max} + \lambda_{max} (R_{1}^{-1}) g_{12max} \nabla \epsilon_{2max}) \right)^2 \frac{1}{2} \\
    &+ \frac{g_{12max} \phi_{u12max}}{2} \left( W_{2max} \phi_{2dmax} + \epsilon_{2dmax} \right)^2 + \frac{1}{2} \left( W_{2max} \phi_{2dmax} + \epsilon_{2dmax} \right)^2 + \frac{1}{2} \epsilon_{u12max}^2 \left\{ \right. \},
\end{align*}
\]

\[
\begin{align*}
    B_{21} |x|^2 &\geq \frac{A + |x|^2}{(W_{2max} \phi_{2dmax} + \epsilon_{2dmax})g_{21max}} \left\{ \frac{1}{4\alpha_1} \left( 1 + \lambda_{max} \left( \sum_{i=1}^{k_2} \left( (\omega_2(t_i))^T (\omega_2(t_i) + 1) \right)^2 \right) \right) \right\}^2 \epsilon_{2H2max}^2 \\
    &+ \left( (\phi_{u21max} \lambda_{max} (R_{2}^{-1}) g_{21max} \nabla \epsilon_{1max} + \lambda_{max} (R_{2}^{-1}) g_{21max} \nabla \epsilon_{1max}) \right)^2 \frac{1}{2} \\
    &+ \frac{g_{21max} \phi_{u21max}}{2} \left( W_{2max} \phi_{2dmax} + \epsilon_{2dmax} \right)^2 + \frac{1}{2} \left( W_{2max} \phi_{2dmax} + \epsilon_{2dmax} \right)^2 + \frac{1}{2} \epsilon_{u21max}^2 \left\{ \right. \},
\end{align*}
\]

\[
\begin{align*}
    B_{22} |x|^2 &\geq \frac{A + |x|^2}{(W_{3max} \phi_{3dmax} + \epsilon_{3dmax})g_{22max}} \left\{ \frac{1}{4\alpha_3} \left( 1 + \lambda_{max} \left( \sum_{i=1}^{k_3} \left( (\omega_3(t_i))^T (\omega_3(t_i) + 1) \right)^2 \right) \right) \right\}^2 \epsilon_{3H3max}^2 \\
    &+ \left( (\phi_{u22max} \lambda_{max} (R_{2}^{-1}) g_{22max} \nabla \epsilon_{3max} + \phi_{u22max} \epsilon_{u22max} + \phi_{u22max} \epsilon_{u22max}) \right)^2 \frac{1}{2} \\
    &+ \frac{g_{22max} \phi_{u22max}}{2} \left( W_{3max} \phi_{3dmax} + \epsilon_{3dmax} \right)^2 + \frac{1}{2} \left( W_{3max} \phi_{3dmax} + \epsilon_{3dmax} \right)^2 + \frac{1}{2} \epsilon_{u22max}^2 \left\{ \right. \},
\end{align*}
\]
The following theorem is the main result of the paper and proves asymptotic stability of the equilibrium point of the closed-loop system dynamics (1), (76)-(79). The closed-loop systems dynamics can be written as,

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1) + \varepsilon f_2(x_1) + g_1(x_1) + \varepsilon g_2(x_1) \\
\dot{x}_2 &= f_2(x_1) + f_2(x_2) + g_2(x_1) + g_2(x_2)
\end{align*}
\]

Consider the closed-loop dynamics given by (84) together with the tuning laws for the critic and the actor approximators given by (40)-(42) and (64)-(67), respectively. Suppose that the HJB equations (20)-(22) have a positive definite, smooth solution, the Assumptions 1, 2, 3, and 4 hold, and that \( \{\omega_1(t_1), \omega_1(t_2), \ldots, \omega_1(t_{k_1})\}, \{\omega_2(t_1), \omega_2(t_2), \ldots, \omega_2(t_{k_2})\}, \ldots, \{\omega_3(t_1), \omega_3(t_2), \ldots, \omega_3(t_{k_3})\} \) have \( N_1, N_2, \) and \( N_3 \) linearly independent elements respectively. Then, there exists a triple \( \Omega_x \times \Omega_W \times \Omega_{W_n} \subset \Omega, \) with \( \Omega \) compact such that the solution \( \tilde{x}(t) := [x(t)^T, \tilde{W}_1(t)^T, \tilde{W}_2(t)^T, \tilde{W}_3(t)^T, \tilde{W}_{u_1}(t)^T, \tilde{W}_{u_2}(t)^T]^T \in (\Omega_x \times \Omega_W \times \Omega_{W_n}) \) converges asymptotically to zero for all initial approximator weights \( (\tilde{W}_1(0), \tilde{W}_2(0), \tilde{W}_3(0)) \) inside \( \Omega \), \( (\tilde{W}_{u_1}(0), \tilde{W}_{u_2}(0), \tilde{W}_{u_3}(0), \tilde{W}_{u_4}(0)) \) inside \( \Omega_{W_n} \) and state \( x(0) \) inside \( \Omega_x \), provided that the following inequalities are satisfied,

\[
\frac{1}{\alpha_1} \left( 8 \alpha_1^2 \lambda_{\min} \left( \sum_{i=1}^{k_1} \frac{\omega_1(t_i) \omega_1(t_i)^T}{(\omega_1(t_i) \omega_1(t_i)^T)^2} \right) - 1 \right) > \phi_{u_1_{\text{max}}} \lambda_{\text{max}}(R_1^{-1}) g_{11_{\text{max}}} \nabla \phi_{1_{\text{max}}} + \phi_{u_2_{\text{max}}} \lambda_{\text{max}}(R_2^{-1}) g_{12_{\text{max}}} \nabla \phi_{1_{\text{max}}},
\]

\[
\frac{1}{\phi_{u_1_{\text{max}}}} \left( 2 \phi_{u_1_{\text{max}}} - 1 \right) > \lambda_{\text{max}}(R_1^{-1}) g_{11_{\text{max}}} \nabla \phi_{1_{\text{max}}} + g_{11_{\text{max}}},
\]

\[
\frac{1}{\alpha_2} \left( 8 \alpha_2^2 \lambda_{\min} \left( \sum_{i=1}^{k_2} \frac{\omega_2(t_i) \omega_2(t_i)^T}{(\omega_2(t_i) \omega_2(t_i)^T)^2} \right) - 1 \right) > \phi_{u_2_{\text{max}}} \lambda_{\text{max}}(R_1^{-1}) g_{11_{\text{max}}} \nabla \phi_{2_{\text{max}}} + \phi_{u_2_{\text{max}}} \lambda_{\text{max}}(R_2^{-1}) g_{22_{\text{max}}} \nabla \phi_{2_{\text{max}}},
\]

\[
\frac{1}{\phi_{u_2_{\text{max}}}} \left( 2 \phi_{u_2_{\text{max}}} - 1 \right) > \lambda_{\text{max}}(R_1^{-1}) g_{11_{\text{max}}} \nabla \phi_{2_{\text{max}}} + \lambda_{\text{max}}(R_1^{-1}) g_{21_{\text{max}}} \nabla \phi_{3_{\text{max}}} + g_{22_{\text{max}}},
\]

\[
\frac{1}{\alpha_3} \left( 8 \alpha_3^2 \lambda_{\min} \left( \sum_{i=1}^{k_3} \frac{\omega_3(t_i) \omega_3(t_i)^T}{(\omega_3(t_i) \omega_3(t_i)^T)^2} \right) - 1 \right) > \phi_{u_3_{\text{max}}} \lambda_{\text{max}}(R_1^{-1}) g_{22_{\text{max}}} \nabla \phi_{3_{\text{max}}} + \phi_{u_2_{\text{max}}} \lambda_{\text{max}}(R_1^{-1}) g_{21_{\text{max}}} \nabla \phi_{1_{\text{max}}} + g_{21_{\text{max}}},
\]

When the set \( \Omega \) that appears in the Assumptions 2, 3, and 4 is the whole \( \mathbb{R}^n \), then the triple \( \Omega_W \times \Omega_{W_n} \times \Omega_x \) can also be the whole \( \mathbb{R}^n \).
Proof. See Appendix.

Remark 5
For the inequalities (85), (87), and (90) to hold, one needs to pick the tuning gains \( \alpha_1, \alpha_2, \alpha_3 \) for the critic approximator sufficiently large so that the left hand side of these inequalities are monotonically increasing to \( +\infty \) on \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) respectively. But as noted in adaptive control [47], large adaptive gains can cause high frequency oscillations in the control signal and reduced tolerance to time delays that will destabilize the system. Regarding (86), (88), (89) and (91), since \( \phi_{u11\max}, \phi_{u12\max}, \phi_{u21\max}, \phi_{u22\max} \) are simply the upper bounds that appear in Assumption 3, one can select them as large as needed since the left hand side of these inequalities are monotonically increasing to \( +\infty \) on \( \phi_{u11\max}, \phi_{u12\max}, \phi_{u21\max}, \phi_{u22\max} \) respectively. However, one must keep in mind that large values for these upper bounds, require an appropriate large value for the functions \( B_{11}, B_{12}, B_{21}, B_{22} \) in the robustness terms in (76)-(79). It is possible to pick \( B_{11}, B_{12}, B_{21}, B_{22} \) high enough to ensure the convergence of the state to an arbitrarily small neighborhood of the equilibrium point. Choosing an increasing or time-varying robustifying term, can lead to asymptotic stability provided that the inequalities (80)-(83) hold. \( \square \)

Remark 6
From the conclusion of Theorem 2, we shall have that \( |\tilde{Z}| \to 0 \) which implies \( |x| \to 0 \), it is straightforward that as \( t \to \infty \) then from (76)-(79) we have (56)-(59) which are forms \( \epsilon_{u11}, \epsilon_{u12}, \epsilon_{u21}, \epsilon_{u22} \) respectively away from the optimal. \( \square \)

Remark 7
In order to get \( \epsilon \) small we assume that we have a large number of basis sets, i.e. \( N_1 \to \infty, N_2 \to \infty \) and \( N_3 \to \infty \). Moreover, in order to get \( \epsilon_{u11}, \epsilon_{u12}, \epsilon_{u21}, \epsilon_{u22} \) small we also assume that we have a large number of basis sets, i.e. \( N_4 \to \infty, N_5 \to \infty, N_6 \to \infty, N_7 \to \infty \). But note that this is a requirement for theoretical purposes. We have observed in our numerical and simulation examples that picking quadratic basis function can achieve the required result. \( \square \)

Remark 8
In case the approximation holds over the entire space, i.e. \( \Omega \equiv \mathbb{R}^n \), one can conclude global existence of solution provided that the HJB solution \( V^* \) is norm coercive (i.e., \( V^* \to 0 \Rightarrow x \to 0 \)), as this suffices to guarantee that the Lyapunov function \( V \) that we use in the proof of Theorem 1 is also norm coercive (see [28]). \( \square \)

4. NUMERICAL EXAMPLE

This section presents a sixth-order numerical example to illustrate the effectiveness of the proposed optimal adaptive control algorithm for weakly coupled nonlinear systems like the one described by equation (1). The state variables are taken as, \( x_1 = [x_{11} \ x_{12} \ x_{13}]^T \) and \( x_2 = [x_{21} \ x_{22} \ x_{23}]^T \). The small perturbation parameter is chosen as, \( \varepsilon = 0.1 \). The matrices of the system under consideration are chosen as

\[
\begin{align*}
 f_{11}(x_1) &= \begin{bmatrix} -0.001x_{11}^2 \\ -x_{12}x_{11} \\ -x_{13} \end{bmatrix}, & f_{12}(x) &= \begin{bmatrix} 0.1x_{23}x_{21}x_{13} \\ -3.26x_{11} \\ -0.25x_{21}^2 \end{bmatrix}, \\
 f_{21}(x) &= \begin{bmatrix} -1.3x_{12}^2 \\ 0.95x_{11}x_{21} - 1.03x_{12}x_{22} \\ -2.1x_{13} \end{bmatrix}, & f_{22}(x_2) &= \begin{bmatrix} 0 \\ 0.413x_{21} - 0.426x_{22} \\ -0.09x_{23} \end{bmatrix},
\end{align*}
\]
We consider a cost defined by (2), and with the user-defined matrices \( Q \) and \( R \) to be identity matrices of appropriate dimensions.

The weights are initialized randomly in the interval \( r_0, 1 \), the critic activation functions were chosen to be quadratic of the form

\[
\phi_1 = [x_{11}^2 x_{11} x_{12} x_{11} x_{13} x_{12} x_{13}],
\]

\[
\phi_2 = [x_{11}^2 x_{11} x_{12} x_{11} x_{13} x_{11} x_{21} x_{11} x_{22} x_{11} x_{23} x_{12} x_{13} x_{12} x_{21} x_{12} x_{22} x_{12} x_{23} x_{13} x_{21} x_{13} x_{22} x_{13} x_{23} x_{21} x_{22} x_{21} x_{23} x_{22} x_{22} x_{23} x_{23}],
\]

\[
\phi_3 = [x_{21} x_{21} x_{22} x_{21} x_{23} x_{22} x_{22} x_{23} x_{23}],
\]

and the actor activation functions are picked in a similar way. The initial states are chosen as \( x(0) = [3 - 1 4.3 1.2 - 1.5 - 1]^T \), and the tuning gains were set to \( \alpha_1 = \alpha_2 = \alpha_3 = 10 \), and \( \alpha_{u11} = \alpha_{u12} = \alpha_{u21} = \alpha_{u22} = 2 \).

Figure 1 shows the time evolution of the states in the weakly coupled nonlinear system. The convergence of the critic parameters \( W_c \) to the optimal cost (12) is shown in Figure 2. The evolution of the actor parameters \( W_u \) is shown in Figure 3. The optimal control inputs, i.e. \( u_1 = u_{11} + \varepsilon u_{12} \) and \( u_2 = \varepsilon u_{21} + u_{22} \), are shown in Figure 4.

![Figure 1. Trajectory of the closed-loop system states.](image)

5. CONCLUSIONS

This paper proposed a new approximate dynamic programming algorithm for controlling weakly coupled nonlinear systems, which also relaxes the persistence of excitation condition by using previously stored data concurrently with current data. The algorithm is implemented as a three-critic/four-actor approximators structure. To suppress the effects of the three critics and four actors approximation errors, robustifying terms have been added to the controllers. We finally prove asymptotic stability of the equilibrium point of the overall closed-loop system. Simulation results illustrate the effectiveness of the proposed approach. Future work will be concentrated on extending the results in completely unknown systems and multiple decision makers.
Figure 2. Convergence of the critic parameters.

Figure 3. Parameters of the four actors.

APPENDIX

Proof of Theorem 1

Consider the following Lyapunov function, for $t \geq 0$

$$\mathcal{L} = \sum_{i=1}^{3} \mathcal{L}_i,$$ (92)
where,

\[
\mathcal{L}_1 := \frac{1}{2\alpha_1} \tilde{W}_1(t)^T \tilde{W}_1(t),
\]

\[
\mathcal{L}_2 := \frac{1}{2\alpha_2} \tilde{W}_2(t)^T \tilde{W}_2(t),
\]

\[
\mathcal{L}_3 := \frac{1}{2\alpha_3} \tilde{W}_3(t)^T \tilde{W}_3(t).
\]

By differentiating (92) (i.e. (93), (94), (95)) along the critic error dynamics one has

\[
\dot{\mathcal{L}}_1 = - \tilde{W}_1(t)^T \left( \frac{\omega_1(t)\omega_1(t)^T}{(\omega_1(t)^T\omega_1(t) + 1)^2} + \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_1(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} \right) \tilde{W}_1(t)
\]

\[
+ \tilde{W}_1(t)^T \alpha_1 \left( \frac{\omega_1(t)\omega_1(t)^T}{(\omega_1(t)^T\omega_1(t) + 1)^2} \epsilon_{H_1}(t) + \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_1(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} \epsilon_{H_1}(t_i) \right),
\]

(96)

\[
\dot{\mathcal{L}}_2 = - \tilde{W}_2(t)^T \left( \frac{\omega_2(t)\omega_2(t)^T}{(\omega_2(t)^T\omega_2(t) + 1)^2} + \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} \right) \tilde{W}_2(t)
\]

\[
+ \tilde{W}_2(t)^T \alpha_2 \left( \frac{\omega_2(t)\omega_2(t)^T}{(\omega_2(t)^T\omega_2(t) + 1)^2} \epsilon_{H_2}(t) + \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} \epsilon_{H_2}(t_i) \right),
\]

(97)

\[
\dot{\mathcal{L}}_3 = - \tilde{W}_3(t)^T \left( \frac{\omega_3(t)\omega_3(t)^T}{(\omega_3(t)^T\omega_3(t) + 1)^2} + \sum_{i=1}^{k_3} \frac{\omega_3(t_i)\omega_3(t_i)^T}{(\omega_3(t_i)^T\omega_3(t_i) + 1)^2} \right) \tilde{W}_3(t)
\]

\[
+ \tilde{W}_3(t)^T \alpha_3 \left( \frac{\omega_3(t)\omega_3(t)^T}{(\omega_3(t)^T\omega_3(t) + 1)^2} \epsilon_{H_3}(t) + \sum_{i=1}^{k_3} \frac{\omega_3(t_i)\omega_3(t_i)^T}{(\omega_3(t_i)^T\omega_3(t_i) + 1)^2} \epsilon_{H_3}(t_i) \right).
\]

(98)
Then $\dot{L}$ is negative definite (see Section 4.9 in [28], where one can prove Input to State Stability (ISS) by treating (46)-(48) as dynamical systems with $\epsilon_{H_j}, j \in \{1, 2, 3\}$ as input), as long as

$$|\tilde{W}_j| > \alpha_j \left( \frac{\omega_j(t)\omega_j(t)^T}{|\omega_j(t)| + 1} \epsilon_{H_j}(t) + \sum_{i=1}^{k_j} \frac{\omega_j(t_i)\omega_j(t_i)^T}{|\omega_j(t_i)| + 1} \epsilon_{H_j}(t_i) \right) \lambda_{\min} \left( \sum_{i=1}^{k_j} \frac{\omega_j(t_i)\omega_j(t_i)^T}{|\omega_j(t_i)| + 1} \right), \forall j \in \{1, 2, 3\}.$$  \hspace*{1cm} (99)

Equations (49), (50), (51) follow from this and the fact that $\frac{\omega_j(t)\omega_j(t)^T}{|\omega_j(t)| + 1} > 0$, $\forall t$ and $\forall j \in \{1, 2, 3\}$. Since $\{\omega_j(t_1), \ldots, \omega_j(t_k_j)\}$ has $N_j$, $\forall j \in \{1, 2, 3\}$ linearly independent vectors, the matrices $\Lambda_j$, $\forall j \in \{1, 2, 3\}$ are positive definite, from which the exponential stability of the nominal system follows. \hfill \blacksquare

**Proof of Theorem 2**

Consider the following Lyapunov function,

$$V := V^a + V_c + V_u,$$  \hspace*{1cm} (100)

with

$$V^a := V_{1}^a + V_{2}^a + V_{3}^a,$$
$$V_c := V_{c1} + V_{c2} + V_{c3} := \tilde{W}_1^T \tilde{W}_1 + \tilde{W}_2^T \tilde{W}_2 + \tilde{W}_3^T \tilde{W}_3,$$
$$V_u := \text{trace} \{\tilde{W}_{u11}^T \tilde{W}_{u11}\} + \text{trace} \{\tilde{W}_{u12}^T \tilde{W}_{u12}\} + \text{trace} \{\tilde{W}_{u21}^T \tilde{W}_{u21}\} + \text{trace} \{\tilde{W}_{u22}^T \tilde{W}_{u22}\},$$

where $V^a$, are the optimal value functions in (12), that is, the positive definite and smooth solution of (20)-(22). Since $V$ is positive definite, there exist class-$\mathcal{K}$ functions $\gamma_1(.)$ and $\gamma_2(.)$ to write,

$$\gamma_1 \left( |\tilde{Z}| \right) \leq V \leq \gamma_2 \left( |\tilde{Z}| \right),$$

for all $\tilde{Z} \equiv \left[ x^T(t) \ \tilde{W}_{11}^T(t) \ \tilde{W}_{12}^T(t) \ \tilde{W}_{13}^T(t) \ \tilde{W}_{u11}^T(t) \ \tilde{W}_{u12}^T(t) \ \tilde{W}_{u21}^T(t) \ \tilde{W}_{u22}^T(t) \right]^T \in B_r$ where $B_r \subset \Omega$ is a ball of radius $r \in \mathbb{R}^+$. By taking the time derivative of the first term with respect to the state trajectories with $u(t)$ (see (84)), and the second term with respect to the perturbed critic estimation error dynamics (46), (47), (48), using (49), (50), (51), substituting the update for the
actors (64), (65), (66), (67) and grouping terms together, then (100) becomes equation (101).

\[
\dot{V} = V_{1x}^T (f_{11}(x_1) - g_{11}(x_1)\bar{W}_{u_{11}}^T \phi_{u_{11}} + g_{11}(x_1)(u^*_{11} - \epsilon_{u_{11}}) - g_{11}(x_1)B_{11} \frac{x_1^T x_1 m_1}{(A + x_1^T x_1)}) \\
+ V_{2x_1}^T (f_{12}(x) - g_{12}(x)\bar{W}_{u_{12}}^T \phi_{u_{12}} + g_{12}(x)(u^*_{12} - \epsilon_{u_{12}}) - g_{12}(x)B_{12} \frac{x_1^T x_1 m_1}{(A + x_1^T x_1)}) \\
+ V_{2x_2}^T (f_{21}(x) - g_{21}(x)\bar{W}_{u_{21}}^T \phi_{u_{21}} + g_{21}(x)(u^*_{21} - \epsilon_{u_{21}}) - g_{21}(x)B_{21} \frac{x_1^T x_1 m_2}{(A + x_1^T x_1)}) \\
+ V_{3x_2}^T (f_{22}(x_2) - g_{22}(x_2)\bar{W}_{u_{22}}^T \phi_{u_{22}} + g_{22}(x_2)(u^*_{22} - \epsilon_{u_{22}}) - g_{22}(x_2)B_{22} \frac{x_2^T x_2 m_2}{(A + x_1^T x_2)}) \\
- \frac{\partial V}{\partial \bar{W}_1}^T \left( \frac{\omega_1(t)}{(\omega_1(t))^2} \phi_{u_{11}}^T H_1(t) + \sum_{i=1}^{k_1} \frac{\omega_1(t_i)}{(\omega_1(t_i))^2}(\phi_{u_{11}}^T H_1(t_i)) \right) \\
+ \frac{\partial V}{\partial \bar{W}_2}^T \left( \frac{\omega_2(t)}{(\omega_2(t))^2} \phi_{u_{21}}^T H_2(t) + \sum_{i=1}^{k_2} \frac{\omega_2(t_i)}{(\omega_2(t_i))^2}(\phi_{u_{21}}^T H_2(t_i)) \right) \\
+ \frac{\partial V}{\partial \bar{W}_3}^T \left( \frac{\omega_3(t)}{(\omega_3(t))^2} \phi_{u_{22}}^T H_3(t) + \sum_{i=1}^{k_3} \frac{\omega_3(t_i)}{(\omega_3(t_i))^2}(\phi_{u_{22}}^T H_3(t_i)) \right) \\
+ \text{trace}\{\bar{W}_{u_{11}}^T (- \phi_{u_{11}} \phi_{u_{11}}^T \bar{W}_{u_{11}} - \phi_{u_{11}} (R_1^{-1} g_{11}(x_1)\nabla \phi_{11}^T \bar{W}_{1}) - \phi_{u_{11}} \epsilon_{u_{11}} \} \\
- \phi_{u_{11}} (R_1^{-1} g_{11}(x_1)\nabla \epsilon_{11})^T \} \\
+ \text{trace}\{\bar{W}_{u_{12}}^T (- \alpha_{u_{12}} \phi_{u_{12}}^T \bar{W}_{u_{12}} - \alpha_{u_{12}} \phi_{u_{12}} (R_1^{-1} g_{11}(x_1)\nabla \phi_{11}^T \bar{W}_{2}) - \alpha_{u_{12}} \phi_{u_{12}}^T \bar{W}_{3})^T \\
- \alpha_{u_{12}} \phi_{u_{12}}^T \phi_{u_{12}}^T \bar{W}_{u_{12}} - \alpha_{u_{12}} \phi_{u_{12}} (R_1^{-1} g_{11}(x_1)\nabla \phi_{11}^T \bar{W}_{2})^T \\
- \alpha_{u_{12}} \phi_{u_{12}} \epsilon_{u_{21}} - \alpha_{u_{21}} \phi_{u_{21}} (R_1^{-1} g_{11}(x_1)\nabla \epsilon_{11})^T \} \\
+ \text{trace}\{\bar{W}_{u_{21}}^T (- \alpha_{u_{21}} \phi_{u_{21}}^T \bar{W}_{u_{21}} - \alpha_{u_{21}} \phi_{u_{21}} (R_1^{-1} g_{21}(x_2)\nabla \phi_{21}^T \bar{W}_{1}) - \alpha_{u_{21}} \phi_{u_{21}}^T \bar{W}_{2})^T \\
- \alpha_{u_{21}} \phi_{u_{21}} \phi_{u_{21}}^T \bar{W}_{u_{21}} - \alpha_{u_{21}} \phi_{u_{21}} (R_1^{-1} g_{21}(x_2)\nabla \phi_{21}^T \bar{W}_{2})^T \\
- \alpha_{u_{21}} \phi_{u_{21}} \epsilon_{u_{21}} - \alpha_{u_{21}} \phi_{u_{21}} (R_1^{-1} g_{21}(x_2)\nabla \epsilon_{21})^T \} \\
+ \text{trace}\{\bar{W}_{u_{22}}^T (- \phi_{u_{22}} \phi_{u_{22}}^T \bar{W}_{u_{22}} - \phi_{u_{22}} (R_1^{-1} g_{22}(x_2)\nabla \phi_{22}^T \bar{W}_{3}) - \phi_{u_{22}} \epsilon_{u_{22}} \} \\
- \phi_{u_{22}} (R_1^{-1} g_{22}(x_2)\nabla \epsilon_{22})^T \} \}, \ t \geq 0,
= T_1 + T_2 + T_3.
\]

In equation (101) the three terms $T_1$, $T_2$, and $T_3$ are given by (102), (103), and (104) respectively. Specifically, for the term $T_1$ one has
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\[ T_1 := -\frac{\partial V_1}{\partial W_1}^T \left( \frac{\omega_1(t)\omega_1(t)^T}{(\omega_1(t)^T\omega_1(t) + 1)^2} + \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_1(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} \right) \dot{W}_1 \]

\[ + \frac{\partial V_1}{\partial W_1}^T \left( \frac{\omega_1(t)\omega_1(t)^T}{(\omega_1(t)^T\omega_1(t) + 1)^2} \epsilon_{H_1}(t) + \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_1(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} \epsilon_{H_1}(t_i) \right) \]

\[ - \frac{\partial V_2}{\partial W_2}^T \left( \frac{\omega_2(t)\omega_2(t)^T}{(\omega_2(t)^T\omega_2(t) + 1)^2} + \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} \right) \dot{W}_2 \]

\[ + \frac{\partial V_2}{\partial W_2}^T \left( \frac{\omega_2(t)\omega_2(t)^T}{(\omega_2(t)^T\omega_2(t) + 1)^2} \epsilon_{H_2}(t) + \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} \epsilon_{H_2}(t_i) \right) \]

\[ - \frac{\partial V_3}{\partial W_3}^T \left( \frac{\omega_3(t)\omega_3(t)^T}{(\omega_3(t)^T\omega_3(t) + 1)^2} + \sum_{i=1}^{k_3} \frac{\omega_3(t_i)\omega_3(t_i)^T}{(\omega_3(t_i)^T\omega_3(t_i) + 1)^2} \right) \dot{W}_3 \]

\[ + \frac{\partial V_3}{\partial W_3}^T \left( \frac{\omega_3(t)\omega_3(t)^T}{(\omega_3(t)^T\omega_3(t) + 1)^2} \epsilon_{H_3}(t) + \sum_{i=1}^{k_3} \frac{\omega_3(t_i)\omega_3(t_i)^T}{(\omega_3(t_i)^T\omega_3(t_i) + 1)^2} \epsilon_{H_3}(t_i) \right) \]

then,

\[ T_1 \leq -2\alpha_1\lambda_{\min} \left( \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_1(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} \right) \left| \dot{W}_1 \right|^2 \]

\[ + \frac{1}{2\alpha_1} \left| \dot{W}_1 \right| \left( 1 + \lambda_{\max} \left( \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_1(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} \right) \epsilon_{H1_{\max}} \right) \]

\[ - 2\alpha_2\lambda_{\min} \left( \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} \right) \left| \dot{W}_2 \right|^2 \]

\[ + \frac{1}{2\alpha_2} \left| \dot{W}_2 \right| \left( 1 + \lambda_{\max} \left( \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} \right) \epsilon_{H2_{\max}} \right) \]

\[ - 2\alpha_3\lambda_{\min} \left( \sum_{i=1}^{k_3} \frac{\omega_3(t_i)\omega_3(t_i)^T}{(\omega_3(t_i)^T\omega_3(t_i) + 1)^2} \right) \left| \dot{W}_3 \right|^2 \]

\[ + \frac{1}{2\alpha_3} \left| \dot{W}_3 \right| \left( 1 + \lambda_{\max} \left( \sum_{i=1}^{k_3} \frac{\omega_3(t_i)\omega_3(t_i)^T}{(\omega_3(t_i)^T\omega_3(t_i) + 1)^2} \right) \epsilon_{H3_{\max}} \right) \]
finally one has,

$$
T_1 \leq -2\alpha_1 \lambda_{1\min} \left( \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_2(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} \right) |\tilde{W}_1|^2 + \frac{1}{4\alpha_1} |\tilde{W}_1|^2 \\
+ \frac{1}{4\alpha_1} \left( (1 + \lambda_{1\max} \left( \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_1(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} \right) )^{\epsilon H_{1\max}} \right)^2 \\
- 2\alpha_2 \lambda_{2\min} \left( \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} \right) |\tilde{W}_2|^2 + \frac{1}{4\alpha_2} |\tilde{W}_2|^2 \\
+ \frac{1}{4\alpha_2} \left( (1 + \lambda_{2\max} \left( \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} \right) )^{\epsilon H_{2\max}} \right)^2 \\
- 2\alpha_3 \lambda_{3\min} \left( \sum_{i=1}^{k_3} \frac{\omega_3(t_i)\omega_3(t_i)^T}{(\omega_3(t_i)^T\omega_3(t_i) + 1)^2} \right) |\tilde{W}_3|^2 + \frac{1}{4\alpha_3} |\tilde{W}_3|^2 \\
+ \frac{1}{4\alpha_3} \left( (1 + \lambda_{3\max} \left( \sum_{i=1}^{k_3} \frac{\omega_3(t_i)\omega_3(t_i)^T}{(\omega_3(t_i)^T\omega_3(t_i) + 1)^2} \right) )^{\epsilon H_{3\max}} \right)^2
$$

(102)

For the term $T_2$ one has

$$
T_2 := \text{trace}\{ \tilde{W}_{u11}^T \left( -\phi_{u11}^T T_{u11} - \phi_{u11} \left( R_{11}^{-1} g_{11}^T(x) \right) \nabla \phi_1^T \tilde{W}_1 \right)^T \\
- \phi_{u12}^T \nabla \epsilon_{u12} - \phi_{u12} \left( R_{12}^{-1} g_{12}^T(x) \nabla \phi_2^T \tilde{W}_2 \right)^T \\
+ \text{trace}\{ \tilde{W}_{u12}^T \left( -\phi_{u12}^T T_{u12} - \phi_{u12} \left( R_{12}^{-1} g_{12}^T(x) \nabla \phi_2^T \tilde{W}_2 \right)^T + \right. \\
\left. \phi_{u12}^T \nabla \epsilon_{u12} - \phi_{u12} \left( R_{12}^{-1} g_{12}^T(x) \nabla \phi_2^T \tilde{W}_2 \right)^T \right) \\
+ \text{trace}\{ \tilde{W}_{u21}^T \left( -\phi_{u21}^T T_{u21} - \phi_{u21} \left( R_{21}^{-1} g_{21}^T(x) \nabla \phi_1^T \tilde{W}_1 \right)^T \\
- \phi_{u21}^T \nabla \epsilon_{u21} - \phi_{u21} \left( R_{21}^{-1} g_{21}^T(x) \nabla \phi_1^T \tilde{W}_1 \right)^T \right) \\
+ \text{trace}\{ \tilde{W}_{u22}^T \left( -\phi_{u22}^T T_{u22} - \phi_{u22} \left( R_{22}^{-1} g_{22}^T(x) \nabla \phi_2^T \tilde{W}_2 \right)^T + \right. \\
\left. \phi_{u22}^T \nabla \epsilon_{u22} - \phi_{u22} \left( R_{22}^{-1} g_{22}^T(x) \nabla \phi_2^T \tilde{W}_2 \right)^T \right) \\
\right)
$$

then,

$$
T_2 \leq -\phi_{u11\max}^2 \left| \tilde{W}_{u11} \right|^2 - \phi_{u11\max} \lambda_{\max} \left( R_{11}^{-1} \right) g_{11\max} \nabla \phi_{1\max} \left| \tilde{W}_1 \right| \left| \tilde{W}_{u11} \right| \\
- \left( \phi_{u11\max} \lambda_{\max} \left( R_{11}^{-1} \right) g_{11\max} \nabla \epsilon_{1\max} + \phi_{u11\max} \epsilon_{u11\max} \right) \left| \tilde{W}_{u11} \right| \\
- \phi_{u12\max}^2 \left| \tilde{W}_{u12} \right|^2 - \phi_{u12\max} \lambda_{\max} \left( R_{12}^{-1} \right) g_{12\max} \nabla \phi_{2\max} \left| \tilde{W}_2 \right| \left| \tilde{W}_{u12} \right| \\
- \phi_{u12\max} \lambda \left( R_{12}^{-1} \right) g_{21\max} \nabla \phi_{3\max} \left| \tilde{W}_3 \right| \left| \tilde{W}_{u12} \right| \\
- \left( \phi_{u12\max} \lambda_{\max} \left( R_{12}^{-1} \right) g_{12\max} \nabla \epsilon_{2\max} + \lambda_{\max} \left( R_{12}^{-1} \right) g_{21\max} \nabla \epsilon_{3\max} \right)^T \left| \tilde{W}_{u12} \right| \\
- \phi_{u21\max}^2 \left| \tilde{W}_{u21} \right|^2 - \phi_{u21\max} \lambda_{\max} \left( R_{21}^{-1} \right) g_{22\max} \nabla \phi_{2\max} \left| \tilde{W}_2 \right| \left| \tilde{W}_{u21} \right| \\
- \phi_{u21\max} \lambda_{\max} \left( R_{21}^{-1} \right) g_{12\max} \nabla \phi_{1\max} \left| \tilde{W}_1 \right| \left| \tilde{W}_{u21} \right| \\
- \left( \phi_{u21\max} \lambda_{\max} \left( R_{21}^{-1} \right) g_{22\max} \nabla \epsilon_{2\max} + \lambda_{\max} \left( R_{21}^{-1} \right) g_{12\max} \nabla \epsilon_{1\max} \right)^T \left| \tilde{W}_{u21} \right| \\
- \phi_{u22\max}^2 \left| \tilde{W}_{u22} \right|^2 - \phi_{u22\max} \lambda_{\max} \left( R_{22}^{-1} \right) g_{22\max} \nabla \phi_{3\max} \left| \tilde{W}_3 \right| \left| \tilde{W}_{u22} \right| \\
- \phi_{u22\max} \lambda_{\max} \left( R_{22}^{-1} \right) g_{22\max} \nabla \epsilon_{3\max} \left| \tilde{W}_{u22} \right| \\
- \left( \phi_{u22\max} \lambda_{\max} \left( R_{22}^{-1} \right) g_{22\max} \nabla \epsilon_{3\max} \right)^T \left| \tilde{W}_{u22} \right|
$$
finally one has

\[
T_2 \leq -\phi_{u11}^2 \left| \dot{W}_{u11} \right|^2 + \phi_{u11} \lambda_{\max}(R_1^{-1}) \left| g_{11} \right| \nabla \phi_{11} \left( \frac{\left| \dot{W}_1 \right|^2}{2} + \frac{\left| \dot{W}_{u11} \right|^2}{2} \right) \\
+ \frac{\left( (\phi_{u11} \lambda_{\max}(R_1^{-1}) \left| g_{11} \right| \nabla \epsilon_{11} + \phi_{u11} \epsilon_{u11}) + \phi_{u11} \epsilon_{u11} \right)^2}{2} + \left| \dot{W}_{u11} \right|^2 \\
- \phi_{u12}^2 \left| \dot{W}_{u12} \right|^2 + \phi_{u12} \lambda_{\max}(R_1^{-1}) \left| g_{11} \right| \nabla \phi_{12} \left( \frac{\left| \dot{W}_2 \right|^2}{2} + \frac{\left| \dot{W}_{u12} \right|^2}{2} \right) \\
+ \left( \phi_{u12} \lambda_{\max}(R_1^{-1}) \left| g_{11} \right| \nabla \epsilon_{12} + \lambda_{\max}(R_1^{-1}) \left| g_{11} \right| \nabla \epsilon_{31} \right)^2 + \frac{1}{2} \left| \dot{W}_{u12} \right|^2 \\
- \phi_{u21}^2 \left| \dot{W}_{u21} \right|^2 + \phi_{u21} \lambda_{\max}(R_2^{-1}) \left| g_{22} \right| \nabla \phi_{21} \left( \frac{\left| \dot{W}_3 \right|^2}{2} + \frac{\left| \dot{W}_{u21} \right|^2}{2} \right) \\
+ \left( \phi_{u21} \lambda_{\max}(R_2^{-1}) \left| g_{22} \right| \nabla \epsilon_{21} + \lambda_{\max}(R_2^{-1}) \left| g_{22} \right| \nabla \epsilon_{12} \right)^2 + \frac{1}{2} \left| \dot{W}_{u21} \right|^2 \\
- \phi_{u22}^2 \left| \dot{W}_{u22} \right|^2 + \phi_{u22} \lambda_{\max}(R_2^{-1}) \left| g_{22} \right| \nabla \phi_{32} \left( \frac{\left| \dot{W}_3 \right|^2}{2} + \frac{\left| \dot{W}_{u22} \right|^2}{2} \right) \\
+ \left( (\phi_{u22} \lambda_{\max}(R_2^{-1}) \left| g_{22} \right| \nabla \epsilon_{32} + \phi_{u22} \epsilon_{u22}) + \phi_{u22} \epsilon_{u22} \right)^2 + \frac{1}{2} \left| \dot{W}_{u22} \right|^2
\]

(103)

For the term \( T_3 \) one has

\[
T_3 := V_1 x^T \dot{f}_1(x) + g_{11}(x) \dot{W}_{u11} \phi_{u11} + g_{11}(x) (u^*_{u11} - \epsilon_{u11}) - g_{11}(x) B_{11} \frac{x^T x_1 1_{m_1}}{(A + x_1^T x_1)} \\
+ V_2 x^T \dot{f}_2(x) + g_{12}(x) \dot{W}_{u12} \phi_{u12} + g_{12}(x) (u^*_{u12} - \epsilon_{u12}) - g_{12}(x) B_{12} \frac{x^T x_1 1_{m_1}}{(A + x_1^T x_1)} \\
+ V_2 x^T \dot{f}_2(x) + g_{21}(x) \dot{W}_{u21} \phi_{u21} + g_{21}(x) (u^*_{u21} - \epsilon_{u21}) - g_{21}(x) B_{21} \frac{x^T x_2 1_{m_2}}{(A + x_2^T x_2)} \\
+ V_3 x^T \dot{f}_3(x) + g_{22}(x) \dot{W}_{u22} \phi_{u22} + g_{22}(x) (u^*_{u22} - \epsilon_{u22}) - g_{22}(x) B_{22} \frac{x^T x_2 1_{m_2}}{(A + x_2^T x_2)}
\]

(104)
Using the HJB equations (20)-(22) in equation (104) yields the following expression for $T_3$

$$T_3 = \frac{1}{2}(x_1^TQ_1x_1 + u_{11}^T R_1 u_{11}) - V_{1x_1}^T g_{11}(x_1) \tilde{W}_{u_{11}}^T \phi_{u_{11}} - V_{1x_1}^T g_{11}(x_1) \epsilon_{u_{11}} - V_{1x_1}^T g_{11}(x_1) B_{11} \frac{x_1^T x_1 1_{m_1}}{(A + x_1^T x_1)}$$

$$- x_1^T Q_{2x_2} - V_{2x_1}^T g_{12}(x) \tilde{W}_{u_{12}}^T \phi_{u_{12}}$$

$$- V_{2x_1}^T g_{12}(x) \epsilon_{u_{12}} - V_{2x_1}^T g_{12}(x) B_{12} \frac{x_1^T x_1 1_{m_1}}{(A + x_1^T x_1)}$$

$$- x_1^T Q_{2x_2} - V_{2x_2}^T g_{21}(x) \tilde{W}_{u_{21}}^T \phi_{u_{21}} - V_{2x_2}^T g_{21}(x) \epsilon_{u_{21}} - V_{2x_2}^T g_{21}(x) B_{21} \frac{x_2^T x_2 1_{m_2}}{(A + x_2^T x_2)}$$

$$- \frac{1}{2}(x_2^T Q_3 x_2 + u_{22}^T R_2 u_{22}) - V_{3x_2}^T g_{22}(x) \tilde{W}_{u_{22}}^T \phi_{u_{22}}$$

$$- V_{3x_2}^T g_{22}(x) \epsilon_{u_{22}} - V_{3x_2}^T g_{22}(x) B_{22} \frac{x_2^T x_2 1_{m_2}}{(A + x_2^T x_2)}$$

then,

$$T_3 \leq \frac{1}{2}(x_1^T Q_1x_1 + u_{11}^T R_1 u_{11}) - x_1^T Q_{2x_2}$$

$$- (W_{1max} \phi_{1dmax} + \epsilon_{1dmax}) \left( g_{11max} \phi_{u_{11}max} \right) \tilde{W}_{u_{11}} + \left( \epsilon_{u_{11}max} + g_{11max} B_{11} \frac{x_1^T x_1 1_{m_1}}{(A + x_1^T x_1)} \right)$$

$$- (W_{2max} \phi_{2dmax} + \epsilon_{2dmax}) \left( g_{12max} \phi_{u_{12}max} \right) \tilde{W}_{u_{12}} + \left( \epsilon_{u_{12}max} + g_{12max} B_{12} \frac{x_1^T x_1 1_{m_1}}{(A + x_1^T x_1)} \right)$$

$$- (W_{2max} \phi_{2dmax} + \epsilon_{2dmax}) \left( g_{21max} \phi_{u_{21}max} \right) \tilde{W}_{u_{21}} + \left( \epsilon_{u_{21}max} + g_{21max} B_{21} \frac{x_2^T x_2 1_{m_2}}{(A + x_2^T x_2)} \right)$$

$$- \frac{1}{2}(x_2^T Q_3 x_2 + u_{22}^T R_2 u_{22})$$

$$- (W_{3max} \phi_{3dmax} + \epsilon_{3dmax}) \left( g_{22max} \phi_{u_{22}max} \right) \tilde{W}_{u_{22}} + \left( \epsilon_{u_{22}max} + g_{22max} B_{22} \frac{x_2^T x_2 1_{m_2}}{(A + x_2^T x_2)} \right).$$

(105)
Since $A + x_1^T x_1 > 0$, $A + x^T x > 0$, $A + x_2^T x_2 > 0$, $T_3$ can be further upper bounded as,

\[
T_3 \leq -\frac{1}{2}(x_1^T Q_1 x_1 + u_{11}^T R_{11} u_{11}) - x_1^T Q_2 x_2 - \frac{1}{2}(x_2^T Q_3 x_2 + u_{22}^T R_{22} u_{22})
\]
\[+ \frac{g_{11\max} \phi_{u_{11}\max}}{2} \left( (W_{1\max} \phi_{1d\max} + \epsilon_{1d\max}) \right)^2 \]
\[+ \frac{g_{11\max} \phi_{u_{11}\max}}{2} \left| \hat{W}_{u_{11}} \right|^2 \]
\[+ \frac{1}{2}(W_{1\max} \phi_{1d\max} + \epsilon_{1d\max})^2 + \frac{1}{2} \epsilon_{u_{11}\max} \]
\[+ (W_{1\max} \phi_{1d\max} + \epsilon_{1d\max}) g_{11\max} B_{11} \frac{x_1^T x_1 1_{m_1}}{A + x_1^T x_1} \]
\[+ \frac{g_{12\max} \phi_{u_{12}\max}}{2} \left( (W_{2\max} \phi_{2d\max} + \epsilon_{2d\max}) \right)^2 + \frac{g_{12\max} \phi_{u_{12}\max}}{2} \left| \hat{W}_{u_{12}} \right|^2 \]
\[+ \frac{1}{2}(W_{2\max} \phi_{2d\max} + \epsilon_{2d\max})^2 + \frac{1}{2} \epsilon_{u_{12}\max} \]
\[+ (W_{2\max} \phi_{2d\max} + \epsilon_{2d\max}) g_{12\max} B_{12} \frac{x_2^T x_2 1_{m_2}}{A + x_2^T x_2} \]
\[+ \frac{g_{21\max} \phi_{u_{21}\max}}{2} \left| \hat{W}_{u_{21}} \right|^2 \]
\[+ \frac{1}{2}(W_{2\max} \phi_{2d\max} + \epsilon_{2d\max})^2 + \frac{1}{2} \epsilon_{u_{21}\max} \]
\[+ (W_{2\max} \phi_{2d\max} + \epsilon_{2d\max}) g_{21\max} B_{21} \frac{x_2^T x_2 1_{m_2}}{A + x_2^T x_2} \]
\[+ \frac{g_{22\max} \phi_{u_{22}\max}}{2} \left( (W_{3\max} \phi_{3d\max} + \epsilon_{3d\max}) \right)^2 \]
\[+ \frac{g_{22\max} \phi_{u_{22}\max}}{2} \left| \hat{W}_{u_{22}} \right|^2 \]
\[+ \frac{1}{2}(W_{3\max} \phi_{3d\max} + \epsilon_{3d\max})^2 + \frac{1}{2} \epsilon_{u_{22}\max} \]
\[+ \frac{1}{2}(W_{3\max} \phi_{3d\max} + \epsilon_{3d\max}) g_{22\max} B_{22} \frac{x_2^T x_2 1_{m_2}}{A + x_2^T x_2} \] (106)
Finally, after taking into account the bound of $B_{11}|x_1|$, $B_{12}|x|$, $B_{21}|x|$, and $B_{22}|x_2|$ from (80), (81), (82), and (83), respectively, we can upper bound (101) as

\[
\dot{V} \leq - \left( 2\alpha_1 \lambda_{\text{min}} \left( \sum_{i=1}^{k_1} \frac{\omega_1(t_i)\omega_1(t_i)^T}{(\omega_1(t_i)^T\omega_1(t_i) + 1)^2} - \frac{1}{4\alpha_1} - \phi_{u_{11}} \lambda_{\text{max}}(R_1^{-1})g_{11} \nabla \phi_{\text{max}} \right) \right) |\tilde{W}_1|^2
\]

\[
- \left( \phi_{u_{11}}^2 - \frac{1}{2} - \frac{g_1 \lambda_{\text{max}}}{2} \right) |\tilde{W}_{u_{11}}|^2
\]

\[
- \left( \phi_{u_{21}}^2 - \frac{1}{2} - \frac{g_2 \lambda_{\text{max}}}{2} \right) |\tilde{W}_{u_{12}}|^2
\]

\[
- \left( \phi_{u_{22}}^2 - \frac{1}{2} - \frac{g_2 \lambda_{\text{max}}}{2} \right) |\tilde{W}_{u_{22}}|^2
\]

\[
- \left( 2\alpha_2 \lambda_{\text{min}} \left( \sum_{i=1}^{k_2} \frac{\omega_2(t_i)\omega_2(t_i)^T}{(\omega_2(t_i)^T\omega_2(t_i) + 1)^2} - \frac{1}{4\alpha_2} - \phi_{u_{12}} \lambda_{\text{max}}(R_1^{-1})g_{12} \nabla \phi_{\text{max}} \right) \right) |\tilde{W}_2|^2
\]

\[
- \left( \phi_{u_{21}}^2 - \frac{1}{2} - \frac{g_2 \lambda_{\text{max}}}{2} \right) |\tilde{W}_{u_{21}}|^2
\]

\[
- \left( \phi_{u_{22}}^2 - \frac{1}{2} - \frac{g_2 \lambda_{\text{max}}}{2} \right) |\tilde{W}_{u_{22}}|^2
\]

Then by taking into account the inequalities (85)-(91) (which are the parentheses above) one has $\dot{V} \leq 0$, $t \geq 0$. From Barbalat’s lemma [50] it follows that as $t \to \infty$, then $|\tilde{Z}| \to 0$. The result holds as long as we can show that the state $x(t)$ remains in the set $\Omega \subseteq \mathbb{R}^n$ for all times. To this effect, define the following compact set

\[
M := \{ x \in \mathbb{R}^n | V(t) \leq m \} \subseteq \mathbb{R}^n
\]

where $m$ is chosen as the largest constant so that $M \subseteq \Omega$. Since by assumption $x_0 \in \Omega_\varepsilon$, and $\Omega_\varepsilon \subset \Omega$ then we can conclude that $x_0 \in \Omega$. While $x(t)$ remains inside $\Omega$, we have seen that $\dot{V} \leq 0$ and therefore $x(t)$ must remain inside $M \subset \Omega$. The fact that $x(t)$ remains inside a compact set also excludes the possibility of finite escape time and therefore one has global existence of solution.

\[\blacksquare\]
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