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Abstract

This paper addresses the problem of reducing the required network load and computational power for the implementation of Set-Valued Observers (SVOs) in Networked Control System (NCS). Event- and self-triggered strategies for NCS, modeled as discrete-time Linear Parameter-Varying (LPV) systems, are studied by showing how the triggering condition can be selected. The methodology provided can be applied to determine when it is required to perform a full (“classical”) computation of the SVOs, while providing low-complexity state overbounds for the remaining time, at the expenses of temporarily reducing the estimation accuracy. As part of the procedure, an algorithm is provided to compute a suitable centrally symmetric polytope that allows to find hyper-parallellelepipeds and ellipsoidal overbounds to the exact set-valued state estimates calculated by the SVOs. By construction, the proposed triggering techniques do not influence the convergence of the SVOs, as at some subsequent time instants, set-valued estimates are computed using the conventional SVOs. Results are provided for the triggering frequency of the self-triggered strategy and two interesting cases: distributed systems when the dynamics of all nodes are equal up to a reordering of the matrix; and when the probability distribution of the parameters influencing the dynamics is known. The performance of the proposed algorithm is demonstrated in simulation by using a time-sensitive example.
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I. INTRODUCTION

In the context of distributed systems and Networked Control Systems (NCSs), the performance bottleneck is often in the communication network, either due to low bandwidth, competition for access to a shared medium of communication, or because the network is much slower than the remaining components of the control loop. In distributed systems, different nodes are typically running an algorithm to achieve a certain goal and are only allowed to use information from their communicating neighbors. In networked control systems, sensors might be spatially spread over a region of interest and, therefore, measurements have to be sent to a controller/observer over the network. In any of such cases, the network resources are valuable and the communication issues must be considered as they can prevent the stability as given in [1] and [2]. For further details on this topic, the reader is referred to the detailed survey in [3], [4], [5] and [6]; and the book [7].

In the control community, two main strategies have emerged to reduce the number of communications, namely: event triggering, where the sensor decides, based on the current measurements, if it should transmit to the controller/observer the measured quantities; self triggering, where the controller/observer decides, based on the current estimate of the state, when the sensor should perform the next measurement. An event-triggered solution results in a more informed choice, since the sensor has access to the actual measurement, but prevents the sensor from being shut down between updates. For a recent discussion on event- and self-triggered control and estimation, the reader is referred to [8].

The problem of state estimation for general discrete-time Linear Parameter-Varying (LPV) systems relates to that of determining the possible future values that the state can take for a given set of inputs, initial state, measurements, and (deterministic) bounds on the noise and disturbances affecting the system. Two interesting instances of the state estimation problem can be found in the following contexts:

- asynchronous distributed algorithms - determining the state of each of the nodes given partial measurements and knowledge of the whole system dynamics;
- networked control systems - the observer must generate an estimate of the state and decide when to require a sensor update or define event conditions for the sensors to take that decision.
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The design choice of considering LPV systems to model NCSs arises from the ability of these models to represent different (possibly unknown) dynamics. For instance a simple mechanical system, connected through a network to a controller, might have its dynamics dependant on the mass of some component and its value unavailable to the observer. Other example would be a sensor network where nodes are running a distributed algorithm. The overall dynamics depends on which nodes are transmitting information. The ability of LPVs to deal with uncertainty and have the remaining system matrices depend on some measurable parameters motivated its use to model NCSs.

Within the aforementioned framework, this paper is concerned with obtaining set-valued estimates of the state of the system that are guaranteed to contain the true state. The approach of using Set-Valued Observers (SVOs) first introduced in [9] and [10], is adopted - further information can be found in [11], [12] and the references therein. The SVO paradigm has the advantage of posing mild assumptions on the system, while allowing for the computation of a priori bounds for the maximum error. However, the computational cost is still one of the main issues associated with using SVOs (see [13]). In the remainder of this paper, this limitation is tackled by resorting to event- and self-triggered control systems techniques.

The adoption of a mathematical formulation for representing the set of possible states entails the need for fast and non-conservative intersections and unions of sets, as those are the major time-consuming operations when implemented in a computer. An alternative would be to use the concept of zonotopes, described in [14] and further developed in [15] and [16]. However, these represent a different compromise between the speed of the unions and intersections, with the intersections requiring more computations and introducing conservatism. Alternatively, the idea of interval analysis [17] may also be adopted, although it introduces conservatism by not considering higher horizon values in their formulation, unlike the SVOs [18]. Any set-based approach differs from other traditional methods, employing for example $H_\infty$ filters [19], in the sense that it is obtained all possible instantiations of the system state, which is ideal for event-triggered strategies without the need for defining threshold values.

Throughout this paper, we focus on two main applications to motivate the theoretical developments of the SVO: the use of SVOs to obtain set-valued state estimates of event- and self-triggered networked control systems; and, the example of fault detection in randomized distributed systems. Both are intrinsically related in the sense that, in both cases, the goal is to minimize either the sensor updates or the computational burden associated with the set-valued estimates computations to reduce the cost of implementation of this method in such systems.

The strategy for an observer to self-trigger a sensor measurement based on its estimates can resort to an optimization over the update patterns such as in [20], where the disturbances and noise are assumed to be Gaussian. In [21] and [22], Kalman-like filters are proposed for state estimation, thus not providing a deterministic bound for the error. For event-triggered systems, a condition can be posed on the norm of the estimation error being below a given threshold, dependent on the norm of the state [23]; requiring the derivative of a Lyapunov function of the state being semi-negative definite [8], [24]; or, having the norm of the state below a certain threshold [25].

The aforementioned methods differ from the current proposal in the following key aspects: by defining the triggers based on the stochastic distribution of the state (i.e., when involving a Kalman filters); by performing a complex optimization over update patterns; or by establishing the criteria on some type of norm exceeding a threshold. In this paper, event- and self-trigger strategies are investigated for networked control systems with the objective of developing an online strategy based on set-valued estimates, which means that, at each time instant, the observer produces a polytope, where the state is guaranteed to belong, and either triggers or allows the sensor to decide the next time instant to perform a measurement update.

An important topic to be discussed concerns the complexity and network load issues of these strategies. A Kalman filter solution, although of light complexity, fails to provide worst-case guarantees as the decision relies on the probabilistic distribution of the state. In addition, designing event-trigger strategies is troublesome since triggering is based on a threshold imposed to the variance and not on the particular measurements. The remaining strategies revolve around the concept of measuring the energy of the state in some way. These are connected to an SVO-based approach in the sense that both define sets of admissible state values and otherwise a trigger is generated. There is an inherent trade-off between accuracy and complexity. In particular, for LPV systems, a better accuracy provided by the SVOs represents a higher computational cost but might enable a triggering strategy that demands fewer sensor updates.

Fault Detection and Isolation (FDI) has been a long-standing research topic, since the early 70’s (see [26]), but still poses remarkable challenges to both the scientific community and the industry (see, for example, the survey in [27] and references therein). Classical fault detection methods such as the ones proposed in [26], [28], [29] and [30], rely on designing filters that generate residuals that should be large under faulty environments. These strategies aim to derive bounds (or thresholds) on these residuals that can be used to decide whether a fault has occurred or not. However, the calculation of these thresholds is typically cumbersome or poses stringent assumptions on the exogenous disturbances and measurement noise acting upon the system. In contrast, SVOs aim to compute a set-valued estimate of the state with mild assumptions such as the existence of an overbound for all the signals in the system.

In the context of fault detection, focus is given to the special case of randomized distributed algorithms (see [31] for details on fault detection in this class of systems), for two reasons: their relevance in certain problems — applications range from selection and sorting [32] to consensus [33] and solving high-complexity problems; and, because of their unstructured nature, i.e., all nodes play the same role in the algorithm, while the messages need not satisfy any particular type of time sequence,
since any two messages are regarded as having the same purpose. Detecting faults in a distributed way in this setup may represent a constant huge overhead in terms of computation, while a self- or event-triggered strategy may yield similar results, although not running the procedure to obtain the set-valued estimates at every instant and choosing only the updates that contribute to the detection.

The class of problems addressed poses challenges to the state estimation scheme since, due to the random behavior of gossip algorithms or the network medium, for each possible sensor transmission, the state can belong to a set of possible contributions to the detection.

Although not running the procedure to obtain the set-valued estimates at every instant and choosing only the updates that contribute to the detection.

The main contributions of this paper can be summarized as follows:

- Given a specific structure for the matrix defining the polytope (i.e., the set-valued state estimate), it is shown how to compute an overbounding hyper-parallelipiped, ellipsoid, or ball;
- Based on the concept of singular vectors, we show how a rotation can be found to prevent the approximation error of using boxes from going to infinity when the matrix defining the polytope is ill-conditioned;
- For the special case of a distributed linear algorithm with a gossip property, it is shown that the overbounds are efficient to compute and propagate, since its complexity is constant;
- It is described how the set-valued state estimates provided by the SVOs can be used to define event- and self-triggering conditions for NCS;
- An algorithm is introduced that uses overbounding methods to approximate the optimal SVO estimates, which is less computationally demanding, and event- and self-triggers the computation of the aforementioned estimates only when necessary to ensure convergence;
- Results are provided regarding the worst-case frequency of the triggers for a class of LPV systems and its counterpart for randomized algorithms;
- Finally, it is given an improved result for convergence that takes into consideration the structure of the output equation of the LPV system.

The remainder of this paper is organized as follows. In Section II, it is described the problem of state estimation using SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-Triggered SVOs and highlighted the main challenges. In Section III, it is shown how to find hyper-parallelipiped approximations and reduce its conservativeness, as well as how to compute ellipsoidal approximations. The use of SVOs to define Event- and Self-
**Problem 2 (Triggering with stochastic information):** Use the Stochastic Set-Valued Observers (SSVOs) framework to specify event- and self-triggered measurements when the probability distribution \( p_t \) for each matrix \( A_t \) is known.

A distributed system or a networked control system conform with the description given by (1), where matrix \( A(k) \) represents the dynamics which depends on the transmission that might not be accessible to the observer, thus leading to parameter \( \Delta(k) \) being unknown. Matrix \( C(k) \) is either going to determine the sensors that are making a measurement update or be zero when in between updates.

To address Problem 1, construct a set including all possible state realizations and obtain a bound on the error (i.e., the size of the computed polytope), the SVOs framework from [18] is adopted, defining at transmission time \( k \),

\[
X(k) := \text{Set}(M(k), m(k))
\]

as the smallest set containing all possible state realizations at time instant \( k \), where \( \text{Set}(M, m) := \{ q : Mq \leq m \} \) represents a convex polytope, with the operator \( \leq \) being understood component-wise.

More precisely, the initial state is assumed to satisfy \( x(0) \in X(0) \) for a given polytope \( X(0) := \text{Set}(M_0, m_0) \). If the parameter \( \Delta(k) \) can be measured, one can find \( \Delta^* \) such that (1) is a model of the system without any unknown parameters. For that particular \( \Delta^* \), let us define the set \( X(k+1) := \text{Set}(M_{\Delta^*}(k+1), m_{\Delta^*}(k+1)) \), which contains all the possible states of the system at time \( k+1 \). For the known \( \Delta^* \), \( X(k+1) \) can be described by the set of points, \( x \), satisfying

\[
\begin{bmatrix}
M(k)A_k^{-1} & -M(k)A_k^{-1}L_k \\
\bar{C}_{k+1} & 0 \\
0 & I
\end{bmatrix}
\begin{bmatrix}
x \\ d(k)
\end{bmatrix}
\leq
\begin{bmatrix}
m(k) + \bar{u}(k, 1) \\
\bar{y}(k+1) + \nu^* 1 \\
1
\end{bmatrix}
\]

(2)

where \( \bar{Z} := \begin{bmatrix} Z & -Z \end{bmatrix} \), for a matrix or vector \( Z \), \( \bar{u}(k, N) := \sum_{\tau=1}^{N} M(k)(A_k^n)^{-1}B(k)u(k-\tau+1) \) and

\[
A_k = A_0 + \sum_{\ell=1}^{n_{\Delta}} \Delta^*_\ell A_{\ell}
\]

This procedure assumes an invertible transition matrix. When this is not the case, the strategy in [35] can be adopted, solving the inequality

\[
\begin{bmatrix}
\bar{I} & -\bar{A}_k & -\bar{L}_k \\
0 & 0 & \bar{I} \\
\bar{C}_{k+1} & 0 & 0 \\
0 & M(k) & 0
\end{bmatrix}
\begin{bmatrix}
x \\ x^- \\ d
\end{bmatrix}
\leq
\begin{bmatrix}
\bar{B}_k u(k) \\
1 \\
\bar{y}(k+1) - \nu^* 1 \\
m(k)
\end{bmatrix}
\]

(3)

by applying the Fourier-Motzkin elimination method [36] to remove the dependence on \( x^- \) and obtain the set described by \( M(k+1)x \leq m(k+1) \).

In order to illustrate the SVO computations, assume an abstract system described by the Linear Time-Invariant (LTI) model:

\[
\begin{cases}
x(k+1) = \begin{bmatrix} 0.75 & 0.25 \\ 0.25 & 0.75 \end{bmatrix} x(k) + 0.1 d(k) \\
y(k) = \begin{bmatrix} 1 & 0 \end{bmatrix} x(k) + \nu(k)
\end{cases}
\]

(4)

where \( \forall k \geq 0 : |\nu(k)| \leq 0.1 \) and an initial state uncertainty \( \forall i \in \{1, 2\} : |x_i(0)| \leq 1 \). The system has invertible dynamics and the set \( X(1) = \text{Set}(M(1), m(1)) \) given by

\[
M(1) = \begin{bmatrix}
1.5 & -0.5 & -0.15 & 0.05 \\
-1.5 & 0.5 & 0.15 & -0.05 \\
-0.5 & 1.5 & 0.05 & -0.15 \\
0.5 & -1.5 & -0.05 & 0.15 \\
1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix}, m(1) = \begin{bmatrix} 1 \\ 0.1 \\ 0.1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{bmatrix}
\]

for the measurement \( y(1) = 0 \). The set \( X(1) \) is exact as we have assumed an LTI with no uncertainty in its dynamics and depends on the variables \( [x^T \ d^T]^T \). The set \( X(1) \) can be described solely by the variable \( x \) performing an elimination of
the $d$ variable, obtaining

$$
M(1) = \begin{bmatrix}
5 & -15 \\
-5 & 15 \\
1 & 0 \\
-1 & 0
\end{bmatrix},
\quad m(1) = \begin{bmatrix}
-12 \\
-12 \\
0.1 \\
0.1
\end{bmatrix}
$$

which we have depicted in Fig. 1. In the case of an LTI, the methods described in the remainder of this section are not required since the exact set $X(k)$ can be obtained.

Based on (2) and (3), a polytopic approximation $\tilde{X}(k + 1)$ is computed by performing the convex hull of the union over all possible values of $\Delta(k + 1)$. This is computationally more efficient than working with the non-convex set $X(k + 1)$. Let the coordinates of each vertex of the hypercube $\mathcal{H} := \{\delta \in \mathbb{R}^{N_{\mathcal{H}}} : |\delta| \leq 1\}$ be denoted by $\theta_i, i = 1, \cdots, 2^{N_{\mathcal{H}}}$ for a general horizon $N$. Using (3), we compute $X_{\theta_i}(k)$ with $\Delta^* = \theta_i$. Thus, the set of all possible states at time $k + 1$ can be obtained as

$$
\tilde{X}(k + 1) = \text{co}\left(\bigcup_{\theta_i \in \mathcal{H}} \text{Set}(M_{\theta_i}(k + 1), m_{\theta_i}(k + 1))\right)
$$

where the union is done for all the vertices $\theta_i$, and where $M_{\theta_i}$ and $m_{\theta_i}$ are obtained using (3). The convex hull function, $\text{co}()$ of the set $X(k + 1)$, $\tilde{X}(k + 1)$, is then obtained by using the methods described in [37] since, in general, the set $X(k + 1)$ is non-convex even if $\tilde{X}(k)$ is convex. For additional properties of the set $\tilde{X}(k)$, the interested reader is referred to [38] and the references therein.

In the context of Problem 2, the technique described in [38] corresponds to computing

$$
\tilde{X}(k + 1) = \text{co}\left(\bigcup_{\theta_i \in \Theta} \text{Set}(M_{\theta_i}(k + 1), m_{\theta_i}(k + 1))\right)
$$

where $\Theta$ is a smaller collection of the vertices of $\mathcal{H}$ such that the probability of the state being contained in $\tilde{X}(k + 1)$ is greater than or equal to $1 - \alpha$, and is therefore referred to as an $\alpha$-confidence set.

These calculations can be extended to the case where $\tilde{X}(k)$ is computed not only based on $\tilde{X}(k - 1)$, but also based on previous estimates, $\tilde{X}(k - 2), \cdots, \tilde{X}(k - N)$, where $N$ is the so-called horizon of the SVO. This method is based on standard lifting techniques and allows reducing the conservatism of the approach when $\tilde{X}(k - 1)$ is larger than $X(k - 1)$. For further details on this topic, the reader is referred to [18].

In the context of networked control systems, the problem being addressed can be summarized as how to use SVOs to determine event- and self-triggered strategies for when the sensors need to perform a measurement. The method should provide a current set-valued estimate for the state that can also characterize the maximum estimation error; defined as the greatest distance between the center and any point of the polytope.

For fault detection in a randomized distributed system, the objective is to reduce the amount of computations while ensuring that the set-valued estimates do not diverge. This is an important issue since the complexity grows exponentially both with the number of uncertainties (which depends on the number of possible transmissions) and also with the horizon $N$, since in (5), $\mathcal{H}$ is of size $2^{N_{\mathcal{H}}}$. This problem can render the SVOs inapplicable for some systems, especially those with stringent time constraints such as in real-time control applications.
In the remainder of this paper, it will be discussed how to equip the SVOs with event- and self-triggered strategies to reduce the network resources requirements, and also reduce the complexity of the computations to a level where the state of time-sensitive applications can still be estimated resorting to an SVO-based technique.

III. SET-VALUED ESTIMATE APPROXIMATIONS

A. Hyper-parallelepiped Approximation

The method to compute the set-valued state estimates described in the previous sections makes use of polytopes and produces approximations to the optimal SVO which are always of the form $\tilde{X}(k) = \{q : M(k)q \leq m(k)\}$. Without loss of generality, one can redefine these sets to be of the form $\tilde{X}(k) = \{q : M(k)q \leq 1\}$ assuming the origin is contained in the polytope. If this is not the case, one can simply shift the states so that the origin lies within the set.

The computation of unions and intersections of polytopes increases the number of vertices, which is a major limitation arising from the use of polytopes. A possible solution is to approximate $\tilde{X}(k)$ by a polytope with bounded number of vertices and obtain a set $\tilde{X}(k+1)$ that is more conservative than by simply considering, for instance, the convex hull. The additional error can be reduced by increasing the horizon $N$, as discussed previously. One possibility is to consider a hyper-parallelepiped overbound corresponding to the solution of the following linear program for each of the coordinate axis $i$

$$s_{2i-1} = \minimize_x \ e_i x$$
$$\text{subject to } M(k+1) x \leq 1,$$

(6)

$$s_{2i} = \minimize_x \ -e_i x$$
$$\text{subject to } M(k+1) x \leq 1,$$

(7)

which generates the polytope $\tilde{X}(k+1) = \text{Set}(I \otimes \begin{bmatrix} 1 \\ -1 \end{bmatrix}, s)$ and can be put into the format where $m(k) = 1$ by dividing each of the rows of $I \otimes \begin{bmatrix} 1 \\ -1 \end{bmatrix}$ by the corresponding entry in vector $s$. Notice that $m(k) > 0$ from the assumption that the origin is contained in the polytope, which can be obtained, in turn, by performing the required translation.

The hyper-parallelepiped approximation performance depends on the structure of the given polytope. As an example, consider the set provided in blue in Fig. 2, where the over-approximation would be a square of side 4. The area of the initial polytope is 8, whereas the area of its approximations is 16. If the set is “stretched” to get it closer to the line described by $y = x$, i.e., by increasing the condition number defined as

$$\kappa(M) = \frac{\sigma_{\text{max}}(M)}{\sigma_{\text{min}}(M)}$$

the overbound gets worse. In the following proposition, it is shown that the ratio between the hyper-volume of the set and the correspondent hyper-parallelepiped overbound can be arbitrarily large.
Proposition 1: Consider the hyper-parallelepiped approximation defined in (6) and (7) and a polytope $X = \text{Set}(M, 1)$.

Then, $\exists M : \lim_{\kappa(M) \to \infty} \frac{\mathcal{V}(M')}{\mathcal{V}(M)} = \infty$

where $\mathcal{V} : \mathbb{R}^{n \times m} \to \mathbb{R}$ maps a matrix $\tilde{M}$ into the hyper-volume of $\text{Set}(\tilde{M}, 1)$ and $X' = \text{Set}(M', 1)$ is the hyper-parallelepiped approximation of $X$ computed using (6) and (7).

Proof. Take the polytope with matrix $M$ given by

$$M = \begin{bmatrix}
-\frac{1}{\epsilon} & \frac{1}{\epsilon} & 0 & \cdots & 0 \\
\frac{1}{\epsilon} & -\frac{1}{\epsilon} & 0 & \cdots & 0 \\
& & I \otimes \hat{1}
\end{bmatrix}$$

where solving (6) and (7) returns $M' = I \otimes \hat{1}$ for the hyper-parallelepiped $X'$. When $\epsilon \to 0$ we have $\kappa(M) \to \infty$ as $\sigma_{\max}(M) \to \infty$. We then have $\mathcal{V}(M') = 2^n \epsilon$ while $\lim_{\kappa(M) \to \infty} \mathcal{V}(M) = 0$ which concludes the proof.

The key observation to improve the accuracy of the SVO calculation is to rotate the set in blue in Fig. 2 to align it with the coordinate axes (getting the set in green), obtaining in this way a less conservative overbound (in the example, the volumes goes from 16 to 8). The depicted vectors represent the singular vectors of matrix $M$ and define the directions of principal components of the sets. Therefore, the relationship with the condition number is clear in the sense that the higher the condition number, the more one direction is less predominant when compared to the others. In the extreme case of a $\kappa(M) = \infty$, one can conclude that the set has zero length in one of the dimensions.

The solution proposed in this section to find an improved overbound is a rotation to get the singular vectors as the canonical basis, as demonstrated in Fig. 2. From the definition of the Singular Value Decomposition (SVD), $M = U \Sigma V^\top$ where the right-singular vectors are the columns of $V$, which are orthonormal, and the singular values are the elements of the diagonal of matrix $S$. Matrix $M$ can be seen as the set after the rotation of the canonical vectors to match its singular vectors, i.e., the original set is rotated with respect to the canonical basis as depicted in blue in Fig. 2. Then, to find the set with vectors aligned with the canonical basis depicted in green in Fig. 2, i.e., the set defined by $M_{\text{rot}}$, we can write the relationship between $M$ and $M_{\text{rot}}$ by the rotation matrix $R$ as

$$M_{\text{rot}} = (RM^\top)^\top = MR^\top.$$  \hfill (8)

Matrix $R$ can be obtained through the equation

$$RV = I \Leftrightarrow R = V^\top$$  \hfill (9)

as we want to rotate from the singular vectors in $V$ to the canonical vectors. By combining (8) and (9) we get

$$M_{\text{rot}} = (RM^\top)^\top = (V^\top (USV^\top)^\top)^\top = USV^\top V = US.$$

Thus, a possible approach to reduce the conservatism of a hyper-parallelepiped approximation is to apply a rotation using the singular vectors. In doing so, the principal axes of the set are aligned with the canonical vectors and the resulting hyper-parallelepiped overbound is tighter.

We can now address the conservatism issue of the approximation for a general polytope and perform a similar analysis to Proposition 1 but after applying the rotation to the polytope. The next proposition shows that the ratio does not depend on the condition number and has a factor depending solely on the state dimension.

Proposition 2: Consider a polytope $X = \text{Set}(M, 1)$, where the singular vectors of $M$ are the canonical vectors after applying the rotation defined in (9). Take the hyper-parallelepiped approximation $X' = \text{Set}(M', 1)$ of $X$, as defined in (6).

Then, $\max_M \frac{\mathcal{V}(M')}{\mathcal{V}(M)} = n_x!$

where $\mathcal{V}$ is defined as in Proposition 1.

Proof. We start by noticing that after the rotation, each of the hyper-faces of $X'$ must contain at least a vertex of $X$ which means that the worst case is to select the polytope $X$ such that it has the lowest volume and at least a vertex in each of the hyper-faces of $X'$. This corresponds to select as $X$ the $n_x$-simplex sharing $n_x$ converging edges with the hyper-parallelepiped. In such case, we have

$$\mathcal{V}(M) = \frac{\mathcal{V}(M')}{n_x!}$$

which concludes the proof.

It should be noticed that for a general polytope $X$, the proposed rotation is not desirable in all cases. If we select a counterexample as in Fig. 3, the new set leads to a more conservative overbound. Nevertheless, the case in Fig. 3 is caused
due to the lack of central symmetry of the polytope as in Definition 1. If the polytope is made centrally symmetric, then the proposed rotation ensures that the hyper-parallelepiped overbound has at most a factor of \( n_x! \) increase in the hyper-volume of the set. Without using the rotation, the overbound can be arbitrarily large depending on the condition number of the matrix defining the polytope, as seen in Proposition 1.

**Definition 1:** A polytope \( X := \text{Set}(M, 1) \) is centrally symmetric if it can be written as the intersections of \( 2\ell \) half-planes of the form, i.e. if \( M \) satisfies

\[
M = \begin{bmatrix}
m_1(k) \\ -m_1(k) \\ \\ \\ \\ \\
m_\ell(k) \\ -m_\ell(k)
\end{bmatrix}.
\]

We now introduce an algorithm to make a polytope centrally symmetric, ensuring that the hyper-parallelepiped approximation after the rotation is not worse than the one before the rotation.

**Algorithm 1** Centrally symmetric polytopes

**Require:** Polytope \( X := \text{Set}(M, 1) \).

**Ensure:** Returns a polytope \( X \) which is centrally symmetric.

1: /* Center initial hyper-parallelepiped */
2: find \( s \) using (6) and (7)
3: apply translation to center hyper-parallelepiped defined by \( s \)
4: /* Add and remove rows */
5: for each row \( i \) do
6: /* Test if intersects */
7: if \( \text{intersects}(X, -m_i) \) then
8: remove\((X, m_i)\)
9: else
10: add\((X, -m_i)\)
11: end if
12: end for
13: return \( X \)

Algorithm 1 converts any general polytope in a centrally symmetric polytope with the important feature that the produced overbound does not increase the size of the hyper-polytopical and ellipsoidal techniques. The evolution of the set in different stages of the algorithm is illustrated in Fig. 4.
(a) Initial polytope and hyper-parallelepiped overbound. (b) Polytope after the translation. (c) Polytope after adding an edge symmetric to edge 2 and deleting edge 5. (d) Resulting, centrally symmetric polytope after removing edge 7.

Fig. 4. Example of the evolution of Algorithm 1 for a polytope that is not centered and not centrally symmetric. Edges are counted starting at the top one and counterclockwise.

B. Ellipsoidal Overbounding

The previous section introduced a rotation to deal with ill-conditioned cases in which a hyper-parallelepiped overbound degrades performance. By reducing the conservatism of the overbound, the SVO design can relax the need for a large horizon to ensure convergence. This section aims to overbound the set-valued estimates by an ellipsoid, with the ultimate objective of having an easy-to-compute estimate, in case the accuracy can be temporarily reduced in order to improve computational performance.

The main limitation of SVO-based techniques when applied to a real-time or time-sensitive application is the associated computational burden. In each iteration, generating the set containing all possible state realizations amounts to the union of the sets obtained by propagating all possible combinations of the system dynamics and intersecting it with the set of states compatible with the current measurements. This process may be time-consuming, especially when the model of the system is only partially known - see [38].

In the next theorem, it is shown how an ellipsoidal overbound can be computed for a generic polytope that satisfies the centrally symmetric condition of Definition 1.

**Theorem 1:** Consider a convex set $S = \{x : Mx \leq 1\}$ such that $M \in \mathbb{R}^{n \times m}$ is as in Definition 1. An ellipsoidal overbound to $S$ is given by $x^T Q x \leq 1$, where $Q = \frac{V S^T S V^T}{n}$.

*Proof.* The inequality $Mx \leq 1_n$ follows from the assumption that matrix $M$ is as in Definition 1. We can infer $\forall x : Mx \leq 1_n \Rightarrow x^T M^T Mx \leq 1_n^T 1_n$. After a singular value decomposition on $M$, the inequality becomes $\frac{1}{n} x^T V S^T U^T U S V^T x \leq 1$ and, since $U$ is an orthogonal matrix, we get the conclusion. ■

A corollary of the previous result can be derived in order to provide an overbound in terms of the maximum norm of any point belonging to the set.

**Corollary 1:** Consider a convex set $S$ such that matrix $M$ is as in Definition 1. Then, an overbound to $S$ can be described by $x^T x \leq \frac{n}{\sigma_{\text{min}}^2(M)}$ which means that $||x|| \leq \sqrt{\frac{n}{\sigma_{\text{min}}^2(M)}}$.

*Proof.* Given the result in Theorem 1, then $\forall x \in S : x^T Q x \leq 1$ with $Q = \frac{V S^T S V^T}{n}$. Then, $x^T Q' x \leq x^T Q x$ with $Q' = \frac{\sigma^2}{n} V IV^T = \frac{\sigma^2}{n} I$ which yields the result.

*Remark 1:* It should be stressed that alternative methods have been developed in the literature to obtain ellipsoidal set-valued state estimates, since the seminal work [10], as described, for instance, in [11]. However, the algorithm proposed in this work has some relevant properties, as discussed in the sequel, including the low-computational power required, as well as guaranteeing that the state of the system is indeed contained within the ellipsoid.

Recovering the abstract example in (4), the hyper-parallelepiped approximation would simply be the set described by the matrix $M$

$$M = \begin{bmatrix} 0 & \frac{6}{5} & 0 \\ 0 & \frac{5}{6} & 0 \\ 10 & 0 & 0 \\ -10 & 0 & 0 \end{bmatrix}$$
and the ellipsoidal set would be given by matrix $Q$ given by

$$Q = \begin{bmatrix} 50 & 0 \\ 0 & \frac{16}{25} \end{bmatrix}$$

which is depicted in Fig. 5 where for this abstract system the set $X(1)$ was not a particular bad choice as no rotation was needed.

IV. SET-VALUED OBSERVER FOR EVENT- AND SELF-TRIGGERED SYSTEMS

The framework of SVOs deals with a worst-case scenario and provides set-valued estimates to which the state of the system is known to belong, in stark contrast with providing a single estimate and a probabilistic bound for the error for that estimate. In this section, we explore how to use the sets derived in the previous section to define conditions that, up to certain extent, generalize those surveyed in Section I with the clear benefit of enabling other shapes for the barrier condition for triggering a sensor measurement.

A. Set-Valued Observers for Event-Triggered Systems

Event-triggered systems aim to reduce the communication burden between the sensors and the observer, which in networked control systems makes use of the shared medium network, thus consuming resources that may be critical to the remaining processes using the network. In the literature, the event trigger condition is common to be defined at the expenses of the error of the last sensor update or as a quadratic or norm function of the state [25]. However, the set-valued estimates of the state can also be used to provide an event condition for the sensor to perform a measurement.

An SVO constructs the polytopic approximation set $\tilde{X}(k)$, at each time instant $k$, for a system described by (1). The objective is to use this information and find an event condition such that the sensor can determine when a measurement update is required. We introduce the notation $\tau^{-1}(k)$ to denote the last triggering time that is smaller than $k$. Similarly, $\tau^1(k)$ refers to the first occurrence of a trigger that is greater than $k$ and $\tau^0(k) = k$ ($\tau^0(k)$ will be used instead of $k$ whenever we want to state explicitly that the current $k$ is a triggering time). The second most recent trigger is denoted by $\tau^{-2}(k) = \tau^{-1}(\tau^{-1}(k))$ and similarly for any other trigger.

A naive approach would entail the observer to send the matrix $M(\tau^{-1}(k))$ and the vector $m(\tau^{-1}(k))$ at time $\tau^{-1}(k)$ to the sensor, which assuming knowledge of the full state, then tests if

$$x(k) \in \tilde{X}(\tau^{-1}(k))$$

and, if the sensor has a partial observation, it can check the more general condition

$$M(\tau^{-1}(k))C(k)\hat{y}(k) \leq m(\tau^{-1}(k))$$

where the symbol $\hat{\dagger}$ stands for the Moore-Penrose pseudoinverse. For all subsequent time instants $\tau^{-1}(k) < k < \tau^1(k)$ the sensor needs to update matrix $M(\tau^{-1}(k))$, resorting to the nominal dynamics (the matrix $A_0$) and the control law $B(k)u(k)$. Condition (10) would easily not hold for cases where the stabilizing input signal has large magnitude. It is assumed that the
sensor receives the control signals from the controller as it is communicating to the plant. The update corresponds to computing $M(\tau^{-1}(k))A_0^{-1}$ and applying the translation given by $B(k)u(k)$. When (10) does not hold using the updated set, the sensor performs an update and the observer sends $\tilde{X}(\tau^0(k))$, which is the set for the current time.

The condition proposed in (10) can be viewed as a generalization of a condition depending on some norm. In particular, inequalities involving both the $\ell_\infty$ norm, defined as $\|x\|_\infty = \max_i |x_i|$, and the $\ell_1$ norm, defined as $\|x\|_1 = \sum_{i=1}^n |x_i|$, are polytopes and can be represented in this framework. In addition, the observer/controller can place additional restrictions to trigger the update.

Example: Let us assume that the state of the system is a stock or other financial product quote and the observer/controller is a hedge fund manager running a control system to make the purchase and sell according to the received quotes. Due to regulation in the market, or motivated by correlation between products or even when having options and futures to cover the risk of other products, it might be useful to add new constraints to the transmitted condition. Such a condition cannot be represented using the previous norms. However, by using polytopes, extra linear restrictions can be represented by adding rows to $M(\tau^{-1}(k))$.

The conservatism of the initial set $X(0)$ (by assumption $\tilde{X}(0) := X(0)$) depends on the information available to the designer of the SVO. If little is known about the initial conditions of the systems, set $X(0)$ must be made sufficiently large so as to contain any possible initial state $x(0)$. Condition (10) would be meaningless in this case, as sensor readings would not be triggered. We introduce a performance parameter $\mu$, referring to the maximum allowed radius of the ball enclosing the polytope. Whenever

$$\frac{n_x}{\sigma_{\min}(M(k))} \geq \mu,$$

the observer requests a sensor measurement. The purpose of $\mu$ is to guarantee that the observer constructs a “reasonably good” estimate before setting an event condition.

The algorithm is summarized in Algorithm 2, where we use the notation $\neg$ as the logical negation.

**Algorithm 2** SVOs for Event-Triggered Systems

**Require:** Polytope $\tilde{X}(0)$.

**Ensure:** Event-triggered sensor updates.

1: **for each** $k$ **do**
2:     **if** $\neg$(10) **then**
3:         sensor_update()
4:         $\tilde{X}(\tau^0(k)) = \text{svo_update}()$
5:     **if** (11) **then**
6:         /* Force a trigger by sending an empty set instead of $\tilde{X}(\tau^0(k))$ */
7:         send(empty_set)
8:     **else**
9:         send($\tilde{X}(\tau^0(k))$)
10: **end if**
11: **end if**
12: **end for**

In NCSs, where the use of the network is an extremely valuable resource, one can opt by reducing the communication of the event condition by applying any of the overbounding techniques described in this paper. If a hyper-parallelepiped or an ellipsoid approximation is used, the communication is reduced to the rotation matrix $V$ of Theorem 1 multiplied by the expansion factors. Note that other techniques to reduce the size of transmitted information can be employed based on the exponential representation of the rotation matrix. If overbounding by a ball, the event condition resorts to an $\ell_2$-norm and only the radius is required for the sensor to determine when to trigger a measurement.

**B. Set-Valued Observers for Self-Triggered Systems**

Self-triggered systems require the ability to propagate estimates into future time steps, so as to determine the next sensor reading. The SVOs have the capability of forward propagation to get the time instant for the next sensor measurement, provided that the volume of the set-valued estimates does not grow beyond a certain, predefined limit.

Inequality (3) defined the estimation set for the state in the next time instant using the knowledge of the sensor measurement $y(k)$. However, removing the rows corresponding to the intersection with the measurements, defines the set-valued estimates that results only from propagating the dynamics, which we denote by $\tilde{X}_p(k)$. At time $\tau^{-1}(k)$, the observer receives the measurement $y(\tau^{-1}(k))$, and has access to the set $\tilde{X}(\tau^{-2}(k))$. To determine the next sensor update, a node resorts to (3) to find $\tilde{X}(\tau^{-1}(k))$ and then propagates it using the dynamics in (1) to obtain $\tilde{X}_p(\tau^{-1}(k))$, with $\tau^1(k)$ being the first time instant such that

$$\tilde{X}_p(\tau^{-1}(k)) \not\subseteq \tilde{X}(\tau^{-2}(k)).$$

(12)
Self-triggered sensor updates. Ensure:

The condition assures that the observation set does not increase in size because of the self-triggered approach.

For the above approach, finding $\tau^1(k)$ can be performed by a logarithm search, testing different values for $\tau^1(k)$ as the size of $X_p(k)$ is monotonically increasing, unless we have the stringent condition that the singular values of any chain of dynamics matrix are smaller than 1. To account for the more general case, we select $\tilde{X}(\tau^-2(k))$ instead of $\tilde{X}(\tau^-1(k))$ in (12). The procedure is summarized in Algorithm 3.

**Algorithm 3 SVOs for Self-Triggered systems**

**Require:** Polytope $\tilde{X}(0)$.

**Ensure:** Self-triggered sensor updates.

1: for each $\tau^-1(k)$ do
2: \hspace{1em} sensor\_update()
3: \hspace{1em} $\tilde{X}(\tau^-1(k)) = svo\_update()$
4: \hspace{1em} find $\tau^1(k)$ such that (12) is satisfied
5: \hspace{1em} send($\tau^1(k)$)
6: end for

In systems where the computational power used in each time instant is limited, one can adopt a different strategy and have an iterative solution. By definition, we have the relationship $\tilde{X}(k) \subseteq \tilde{X}_p(k) \cap Y(k)$, since $\tilde{X}(k)$ is the convex hull of the intersection between $X_p(k)$ and $Y(k)$. To determine the set-valued estimate at time instant $\tau^-1(k)$, it is sufficient to compute $\tilde{X}_p(\tau^-1(k)) \cap Y(\tau^-1(k))$, which is an inexpensive computation. Instead of computing the set $\tilde{X}(\tau^1(k))$ for different values of future times, one can resort to pre-computed products of matrices using the values for the uncertainties. Then, proceed to check if each of the products exceeds $\tilde{X}(\tau^-2(k))$ in size, which is less computationally demanding since we prevented the computation of the convex hulls for all uncertainties for all values of next trigger time to be tested. The set $\tilde{X}_p(\tau^1(k))$ can be computed during the inactivity time between $\tau^-1(k)$ and $\tau^1(k)$, leaving $\tilde{X}(\tau^1(k))$ to be computed at time $\tau^1(k)$ from $\tilde{X}_p(\tau^1(k))$.

Figure 6 depicts how the sets in Algorithm 3 evolve with time. We draw attention to the fact that sets $\tilde{X}_p(k)$ are monotonically increasing in volume, which motivated the triggering condition to use the set at time instant $\tau^-2(k)$.

**V. Event- and Self-Triggered Set-Valued Observers**

In the prequel, SVOs were used to determine only the triggering of sensors update (i.e., when sensors are required to send measurements to the observer) in the context of NCSs where only the number of updates is minimized in a greedy approach. Nevertheless, the SVOs estimates are computed at every time instant, which motivates the introduction of Event- and Self-Triggered SVOs. The main objective is the reduction of the computational cost associated with the classical SVOs by only computing the set-valued state estimate (using the previously described tools) when the set is growing in size. As an alternative, we compute and propagate overbounds, which are less computationally demanding, and perform the intersection with the measurement set for the worst-case in terms of system dynamics. The methods described for reducing the complexity of the SVO computations are compatible with the previous use of SVOs for event- and self-triggered systems.

The main advantage of this method is its real-time application due to diminished computational costs associated with three main factors:
The matrix defining the polytope generally belongs to \( \mathbb{R}^{\ell \times n_x} \), where \( \ell \gg n_x \) and represents the number of restrictions associated with the edges of the polytope whereas the proposed overbound matrix belongs to \( \mathbb{R}^{n_x \times n_x} \).

Running the SVO computations only at a few time instants allows to use the idle moments to pre-compute the necessary combinations of matrices products;

In some special cases of interest, such as in distributed systems, it is possible to discard dynamics matrices based on the observation set and compute the worst-case estimate with minimal processing effort.

The first rows of (2) are equivalent to

\[
M(k)(A_0 + A_{\Delta^*})^{-1}x \leq m(k)
\]

where (13) defines the set of points created by propagating the previous set defined by \( \text{Set}(M(k), m(k)) \). If the sets are always defined so as to have \( m(k) = 1_{n_x} \), the state can be bounded at time \( k \) using Theorem 1. After computing the ellipsoidal overbound, it is propagated using the dynamics of the system, considering each given instantiation of the uncertainties in \( \Delta^* \). Thus, \( X(k+1) = \{q : q = (A_0 + A_{\Delta^*})^{-1}x \land x \in X(k)\} \).

From the previous discussion, the set \( X(k + 1) \) can be described as

\[
\hat{X}(k + 1) = \text{co}(\bigcup_{\Delta \in \mathcal{H}} \text{Set}(M(k)(A_0 + A_{\Delta(k)})^{-1}, 1))
\]

If the original set defined by matrix \( M(k) \) is overbounded using the procedure found in Section III-B, the resulting overbound set \( \hat{X}(k + 1) \) corresponds to the convex hull of the union of ellipsoids, where their axis correspond to the singular vectors basis (see the illustration in Fig. 7).

Due to sensor noise and/or the inability to measure the full state of the system, the observations can be defined as a set \( Y(k) \) which is a polytope imposing constraints on the current state. The singular values and the associated singular vectors of the matrix defining such a polytope indicate the directions where the uncertainty is greater. Therefore, to test whether to execute the operation of computing the actual set, one can resort to intersecting the observation set \( Y(k+1) \) with the ellipsoids and evaluate if the norm of the state increases over the current iteration to prevent it from becoming arbitrarily large. In other words, this allows us to derive conditions to decide whether to use the SVO procedure described in Section II or just update the overbound.

An easy-to-compute new estimate for the norm of the state at time \( k + 1 \) can be obtained by solving

\[
\begin{align*}
\text{maximize} & \quad ||p|| \\
\text{subject to} & \quad p^\top M(k+1) M(k+1)^\top p \leq 1 \\
& \quad p \in Y(k+1).
\end{align*}
\]

The previous problem translates into finding an intersection of ellipsoids and then computing the point in that set with the greatest norm. Matlab’s Ellipsoidal Toolbox [39] provides computationally efficient methods to tackle this problem. The complexity associated with computing the intersection of two sets is constant in terms of required iterations and each is cubic in the dimension of the state, as it amounts to solve a Second-Order Cone Programming (SOCP).

A. Event-Triggered Set-Valued Observers

The description of how an Event-Triggered SVO works is similar to how an event-triggered system performs the sensor updates, as seen in Section IV-A. An event condition is based on requiring that the approximation ellipsoid is contained in the current maximum norm ball of radius \( \mu(k) \). The value \( \mu(k) \) is the minimum between a performance bound specified by the user and the last approximation set maximum norm, so as to guarantee convergence of estimates.

The Event-Triggered SVO computes an ellipsoid overbound that approximates the set \( \hat{X}(k) \) but which is fast to compute and fairly inexpensive when compared to some of the required computations of a “classical” SVO, such as the convex hull of (2) for each of the uncertainty instantiations. A full iteration of the SVO is going to be triggered at time \( \tau^0(k) \) if the following does not hold

\[
\mathcal{E}(\sigma^0(k)) \subseteq \mathcal{B}(\mu(\tau^{-1}(k)))
\]
where $\mathcal{E}(\tau^0(k))$ is the ellipsoid approximation at the current time and $\mathcal{B}(\mu(\tau^{-1}(k)))$ is a ball centered at the origin of radius $\mu(\tau^{-1}(k))$. When triggered, the observer gets $\tilde{X}(\tau^0(k))$ using (2) and then using Theorem 1 obtain the new $\mathcal{E}(\tau^0(k))$. The new radius for the event condition is given by

$$
\mu(\tau^0(k)) = \min(\mu_u, \sqrt{\frac{n_x}{\sigma_{\min}^2(M(\tau^{-1}(k)))}}) \tag{15}
$$

where $\mu_u$ is a user provided performance minimum. Notice that it is not possible to use $M(\tau^0(k))$ in (15) because if no measurement is available this would result in the mechanism triggering every instant. This algorithm is summarized in Fig. 8.

The event condition used for the SVOs is very similar to that of Section IV-A and enables the use of both strategies so as to avoid communications between the sensor and the observer. Additionally, the observer can return set-valued estimates without a heavy computational burden in between sensor updating times. In such a scenario, the SVO can output the sets $\mathcal{E}(\tau^{-1}(k)), \mathcal{E}(\tau^{-1}(k) + 1), \ldots, \mathcal{E}(k)$, until $\mathcal{E}(k) \not\subseteq \mathcal{B}(\mu(\tau^{-1}(k)))$. The set $\mathcal{E}(k)$ increases in hyper-volume since there is no intersection with the measurement set. In summary, if both strategies were to be used together, the sensor would be testing whether its last observation is within the received set to trigger an event, whereas the observer is outputting the ellipsoidal sets for the worst-case until their hyper-volume is higher than the last trigger.

### B. Self-Triggered Set-Valued Observers

Self-Triggered SVOs aim to have the important feature of allowing the process running the observer to be shut down during the time between each trigger. Nonetheless, the set-valued estimates for that period might be needed by some application, which is somehow contradictory. However, the observer can take advantage of the computations performed when it was determining the next trigger instant, where it computed the propagated set for all time instants from the current time until the next trigger. These sets can be used as the set-valued estimates in between updates.

The procedure is identical to the triggering mechanism detailed in Section IV-B, but using the update condition in (14). In essence, at each trigger time, the SVO will run the standard SVO iteration and obtain the polytope representing the set-valued estimate, and then compute the next trigger time. An inexpensive solution is to find the ellipsoidal approximation and propagate it in successive iterations until condition (14) is no longer satisfied. Doing so avoids computing the polytope sets for each of the time instants in between triggers.

The search for the next trigger time produces the set-valued estimates that are necessary for all the remaining future time instants in a lightweight fashion. As a consequence, there is no computation in between triggers. An interesting remark is that event- and self-triggered strategies can be combined at two different levels. As an example, the observer can be running a Self-Triggered SVO and, at each triggering time, outputting the estimates up to the next triggering time, while the sensors
Elaborating on the different levels where the techniques can be applied, the main difference between Self-Triggered SVOs and SVOs used for self-triggered systems relies on where the technique is applied. In the former, computational power is being saved at the observer level, by reducing the number of necessary state estimations using the standard SVO procedure. In the latter, the focus is on the network usage by the sensors in their updates.

The combination that is most advantageous is to have a Self-triggered SVO sending ellipsoidal approximations in between triggers to the sensor. Then, an Event-triggered strategy can be used at the sensor, testing whether the last received ellipsoid still contains the current measurement. In doing so, a communication only happens when the ellipsoid at the sensor does not include the current measurement. At this time instant, the sensor will send a batch of new measurements and expect to receive a new ellipsoid as state estimate. On the other hand, computational load is also reduced since a full SVO computation is triggered only when the current ellipsoid is not a suitable estimate. The full procedure will use the whole batch of measurements sent from the sensor since the last full computation produced all the ellipsoids that might be requested by the sensor in an event fashion (see Fig. 9 for a visual depiction of the interaction between sensor and observer).

C. Distributed Systems

The case of distributed systems is particularly relevant when considering fault detection applications. In particular, given the formulation in (1), it is possible to accommodate a distributed system by considering that each node is represented as a state and that the sequence of actions of each node defines the $\Delta$ parameters that selects a given overall system dynamics at any time instant. In Fig. 10, we depict an example of a network for a distributed system. Parameter $\Delta$ can represent, for instance, the communication between two nodes, i.e. the realization of the edges of the graph [38].

The definition also encompasses the case of distributed gossip algorithms where node selection and communication times are random processes. In this subsection, the systems to be considered satisfy the assumption that all dynamics matrices are 

---

**Fig. 9.** Depiction of the observer and sensor sets for a combination of a Self-Triggered SVO used with an event-triggered NCS.

**Fig. 10.** Network example for a distributed system.
equal apart from a reordering of the rows and columns. The case of gossip algorithms fits this description in the sense that at each time instant a random pair of nodes performs some given operation using their states (see [32]). Such systems motivated the analysis of systems with the referred assumption which we formally introduce in the following definition.

**Definition 2 (reordering property):** A dynamic system as in (1) has a reordering property in its nodes if the dynamics written as \( A_0 + A_{\Delta_j}, \forall j \leq n_x \) satisfy

\[
A_0 + A_{\Delta_j} = P(A_0 + A_{\Delta_j})P^T, \forall j
\]

where matrix \( P \) is a permutation matrix and \( j \) is any node different from 1.

**Remark 2:** Definition 2 can be found for example in the case of distributed gossip algorithms. However, more generally, one can have \( P \) being any orthogonal change of basis (i.e., \( \forall j, A_0 + A_{\Delta_j} = P(A_0 + A_{\Delta_j})P^T \) with \( P \in O(n) \)).

Following Definition 2, let us introduce the following proposition which means that any ellipsoid set resulting from the propagation of the dynamics are the same up to a permutation change of basis.

**Proposition 3:** Take any ball \( B_b := \{q : \|q\| \leq b\} \) and matrices \( A_0 + A_{\Delta_j}, 1 \leq j \leq n_x \) as in Definition 2.

Then, all ellipsoids \( E_j := \{q : \frac{1}{\Delta^2} x^T(A_0 + A_{\Delta_j})^{-T}(A_0 + A_{\Delta_j})^{-1}x \leq 1\} \) are equal to \( E_1 \) up to a rotation.

**Proof.** From (16) and the fact that the permutation matrix is orthogonal (i.e., \( P^TP = I \)), we get

\[
\forall i : \sigma_i(A_0 + A_{\Delta_j}) = \sigma_i(A_0 + A_{\Delta_1}),
\]

where \( \sigma_i(A) \) is the \( i \)th singular value. We also have

\[
\frac{1}{\Delta^2} x^T(A_0 + A_{\Delta_j})^{-T}(A_0 + A_{\Delta_j})^{-1}x = \frac{1}{\Delta^2} (P^Tx)^T(A_0 + A_{\Delta_1})^{-T}P(A_0 + A_{\Delta_1})^{-1}(P^Tx)
\]

and due to (17)

\[
\sigma\left(\frac{1}{\Delta^2} (A_0 + A_{\Delta_1})^{-T}P(A_0 + A_{\Delta_1})^{-1}\right) = \sigma\left(\frac{1}{\Delta^2} (A_0 + A_{\Delta_j})^{-T}(A_0 + A_{\Delta_1})^{-1}\right)
\]

with matrix \( P \) defining a rotation. Thus, the conclusion follows. □

Proposition 3 allows the introduction of the following theorem that limits the amount of computations to verify if the norm exceeded the condition event, to that of testing if the singular vectors of each of the propagated ellipsoids aligns with the singular vectors of \( Y(k) \).

**Theorem 2:** Consider a distributed algorithm with \( \tilde{X}(0) = \{p : \|p\| \leq 1\} \), each dynamics matrix being written as \( A_0 + A_{\Delta_j} = U_jSV_j^T \), with \( v_{\text{max}}^j \) being the singular vector associated to the largest singular value and, conversely, an observation set \( Y = \{U_jS_yV_j^Tp : \|p\|_{\infty} \leq 1\} \) with \( v_{\text{max}}^j \) corresponding to the largest singular value. Then, the worst-case set-valued state estimate overbound is given by the intersection of \( Y \) with the ellipsoid defined by \( \Delta_j \) such that

\[
\max_j(v_{\text{max}}^j)^Tv_{\text{max}}^j
\]

**Proof.** From Proposition 3 we get that all the ellipsoids computed using each of the parameters \( \Delta_j \) are equal up to a rotation. Finding the largest intersection between any of these ellipsoids and \( Y \) can be found as the one for which the following optimization program has the highest solution:

\[
\begin{align*}
\text{maximize} \quad & ||p|| \\
\text{subject to} \quad & p^TM_jp \leq 1 \\
& p \in Y.
\end{align*}
\]

where the \( M_j = U_jS^{-2}V_j^T \), following the conversion to ellipsoid representation. Since all matrices \( M_j \) are the same apart from a rotation, we are solving the equivalent problem

\[
\begin{align*}
\text{maximize} \quad & ||p|| \\
\text{subject to} \quad & (R^Tp)^TM_1(R^Tp) \leq 1 \\
& p \in Y \\
& R \in \{R_1, \ldots, R_j\}.
\end{align*}
\]

When \( R \) is unconstrained, has a closed-form solution given by \( RV_y = V_1 \) and the cost function evaluates to

\[
\min(\sigma_{\text{max}}(S_y), \sigma_{\text{max}}(A_0 + A_{\Delta_1}))
\]

i.e., the maximum singular vectors align. The optimization goal \( ||p|| \) is monotonically increasing with the inner product of the maximum singular vectors of the ellipsoids and measurement set \( Y \). Thus, the constrained version of the problem has a solution for the ellipsoid with the maximum inner product between its singular vectors and the singular vector of \( Y \) and the conclusion follows. □

Theorem 2 establishes that the triggering condition presented in this paper is particularly effective in the context of distributed systems having the reordering property. In such systems, the worst-case scenario can be found by checking the inner product
between the maximum singular vector of each possible dynamics matrix and the singular vectors of the observation set. This fact is illustrated in Fig. 11 where two ellipsoidal overapproximation sets are shown with the corresponding intersection with the set \( Y \). As a consequence, at each time instant, the mechanism selects the overbounding ellipsoid producing the largest intersection. By doing so, the computational cost associated with the combinatorial behavior of the SVOs becomes constant given that only one ellipsoid needs to be computed along with one intersection and no unions are needed. This is irrespective of the number of dynamics matrices (i.e., the number of agents and states in the network).

VI. TRIGGERING FREQUENCY AND CONVERGENCE

Self-triggered systems have the advantage of reducing the communication associated with the process at a frequency that depends on the characteristics of the system and its sensors. In this section, we analyze the triggering frequency by showing how the time until the next update can be inferred from the singular values of the system dynamics. We also demonstrate that the triggering techniques do not prevent estimate convergence of the standard SVO. For Event-triggered systems, such analysis cannot be performed as the trigger depends on the actual measurement value, but the results for Self-triggered can be viewed as a worst-case for the Event-triggered, in the sense that the condition for triggering corresponds to obtaining a measurement that is the worst possible, from the point of view of the stability of the set-valued estimates.

A. Worst-case Scenario

In this subsection, results regarding Problem 1 are presented. The next theorem gives an “easy-to-compute” alternative to the iterative testing of different triggering times introduced in this paper. Intuitively, the result shows how the size of the set-valued estimates relates to the system dynamics and allows to use an (off-line) pre-computed sub-optimal value for the triggering time.

**Theorem 3:** Consider a Self-Triggered SVO, as in Section V-B, with maximum state norm at the trigger time \( \tau^{-2}(k) \) given by \( \|x(\tau^{-2}(k))\| \leq \mu(\tau^{-2}(k)) \). The next trigger \( \tau^{1}(k) \) occurs after \( T_k := \tau^{1}(k) - k \) time instants, where

\[
T_k = \log_{\gamma} \sigma_{\min}(M(k)) \frac{\mu(\tau^{-2}(k))(1 - \gamma) - \sqrt{n_d}}{\sqrt{n_x}(1 - \gamma) - \sqrt{n_d}\sigma_{\min}(M(k))}
\]

with

\[
\gamma = \max_{i \in \{1, \ldots, n_{\Delta}\}} \frac{\sigma_{\max}(A_0 + A_{\Delta_i})}{\sigma_{\min}(M(k))}
\]

**Proof.** Any point \( x_1 \in X(k+1) \) satisfies \( x_1 = (A_0 + A_{\Delta})x_0 \) for some \( x_0 \in X(k) \) and some realization of the uncertainties \( \Delta \). Since it is assumed that the self-triggering technique translates, at each time instant, the set to incorporate the control law \( B(k)u(k) \), then,

\[
\|x(k + T_k)\| = \|(A_0 + A_{\Delta_{k+T_k}})(A_0 + A_{\Delta_{k+T_k-1}}) \cdots (A_0 + A_{\Delta_k})x(k) + (A_0 + A_{\Delta_{k+T_k-1}}) \cdots (A_0 + A_{\Delta_k})L(k)d(k) + \cdots + L(k + T_k)d(k + T_k)\|
\]

\[
\leq \gamma T_k \|x(k)\| + \sum_{j=0}^{T_k-1} \gamma^j \sqrt{n_d}
\]

\[
\leq \gamma T_k \frac{\sqrt{n}}{\sigma_{\min}(M(k))} + \gamma T_k \frac{1 - \gamma T_k}{1 - \gamma}
\]
which holds for the non-trivial case of \( \gamma \neq 1 \). To maintain the norm bounded \( ||x(k + T_k)|| \leq \mu(\tau^{-2}(k)) \) it thus required that

\[
\gamma T_k \left( \frac{\sqrt{n} (1 - \gamma)}{\sigma_{\min}(M(k))} \right) = \mu(\tau^{-2}(k)) - \frac{\sqrt{n} d}{1 - \gamma}
\]

\[
\iff \gamma T_k \leq \frac{\mu(\tau^{-2}(k)) - \sqrt{n} d}{\sigma_{\min}(M(k)) - \frac{\sqrt{n} d}{1 - \gamma}}
\]

\[
\iff T_k \leq \log_{\gamma} \sigma_{\min}(M(k)) \left( \frac{\mu(\tau^{-2}(k))(1 - \gamma) - \sqrt{n} d}{\sqrt{n} d(1 - \gamma) - \sqrt{n} d \sigma_{\min}(M(k))} \right)
\]

thus, leading to the conclusion. \[\blacksquare\]

Theorem 3 presented a relationship between the system dynamics and the triggering frequency. An analogous result can be derived for the case of a system where the dynamics are selected from a set of possible matrices according to a stochastic variable. In such a setup, the probability distribution for the parameter \( \Delta \) is known. Practical examples of this model range over distributed stochastic systems where some decision is random or the nodes acting at a given time instant are stochastically chosen.

An important issue when introducing such a technique is its impact in the convergence of the estimates. We recall for completeness the result proved in [18] regarding the boundedness of the produced sets in terms of hypervolume.

**Proposition 4:** Suppose that a system described by (1) with \( x(0) \in X(0) \) and \( u(k) = 0, \forall k \), satisfies, for sufficiently large \( N^* \),

\[
\gamma_N := \max_{\Delta(k), \cdots, \Delta(k+N)} \left\{ \parallel \Delta(k+1) \prod_{j=k}^{k+N} A_0 + \sum_{i=1}^{n_\Delta} \Delta_i(j) A_i \parallel \right\} < 1,
\]

for all \( N \geq N^* \). Then, \( \hat{X}(k) \) cannot grow without bound.

Based on the condition in Proposition 4, we can introduce the counterpart for the convergence with the triggering schemes.

**Proposition 5:** Suppose that a system described by (1) satisfies Proposition 4 for a given \( N^* \). Then, the following conditions are satisfied:

i) A Self-Triggered SVO cannot grow without bound by considering \( N \geq N^* \);

ii) A Self-Triggering System using an SVO has estimates that cannot grow without bound by considering \( N \geq N^* \).

Proposition 5 comes directly from the fact that no assumptions are required in Proposition 4 regarding the measurements. In both cases there is, at some point in time, a computation of the standard set-valued estimates using SVOs. Proposition 4 takes into consideration only the dynamics of the system. The next theorem presents a similar result incorporating the effect of the intersection with the measurement set. The intuition behind the result is that in the directions that the system is measured, the requirement for stability can be dropped, as the intersection will decrease the uncertainty in those directions.

**Theorem 4 (SVO convergence):** Suppose that a system described by (1) with \( x(0) \in X(0) \) and \( u(k) = 0, \forall k \), verifies, for sufficiently large \( N^* \),

\[
\gamma_N := \max_{\Delta(k), \cdots, \Delta(k+N)} \left\{ \parallel \text{null}(C(k+N)) \prod_{j=k}^{k+N} A_0 + \sum_{i=1}^{n_\Delta} \Delta_i(j) A_i \parallel \right\} < 1 - \delta_N,
\]

for all \( N \geq N^* \), where \( \text{null}(C(k+N)) \) is the matrix defining a null space orthonormal basis of \( C(k+N) \) and

\[
\delta_N := \max_{\delta(k), \cdots, \delta(k+N-1)} \parallel A_k^{-1} L(k)d(k) + \cdots + L(k+N-1)d(k+N-1) \parallel.
\]

Then, the hypervolume of \( \hat{X}(k) \) is bounded.

**Proof.** Consider the ellipsoidal overbound given by Theorem 1 for the state at time \( k \), denoted by \( E(k) \), where without loss of generality \( E(k) = \{ x : \parallel x \parallel \leq 1 \} \). The maximum norm of any point belonging to any \( E(k+N) \) satisfies

\[
\parallel x(k+N) \parallel \leq \gamma_N \parallel x(k) \parallel + \delta_N
\]

\[
\leq \gamma_N + \delta_N
\]

since the intersection along each of the directions in \( C(k+N) \) is at most \( 2\nu^* \) as it is the size of \( Y(k+N) \).

If \( N \geq N^* \), \( ||x(k+N)|| \leq 1 \) implying \( E(k+N) \in E(k) \) and additionally \( \hat{X}(k+N) \in E(k) \) and the conclusion follows. \[\blacksquare\]

Theorem 4 refines the result in Proposition 4 by noticing two facts: we can discard the directions associated with the measurement matrix \( C(\cdot) \) since the maximum size of the intersection with \( Y(k) \) is going to be \( 2\nu^* \); and, in the worst-case, the decrease in norm associated with the dynamics compensates the increase associated with the disturbance signal.
B. Stochastic case

Another case of interest is to analyze the triggering frequency when the probability distribution for the uncertain parameter $\Delta$ of matrix $A(\Delta(k))$ is known (i.e., in the context of Problem 2). Before stating the result, the following definitions are required, where $\inf$, $\sup$ and $\emptyset$ denote respectively the infimum, supremum and empty set.

**Definition 3** (volume expansion stochastic variable): For a distributed system where the dynamics $A(\Delta(k))$ is selected from a set $\{A_0 + A_\Delta : 1 \leq i \leq n_\Delta\}$ following a probability distribution where $A_\Delta$ is picked with probability $p_\Delta$, define the sequence of volume expansion stochastic variables as $\theta(k) = \sigma_{\max}(A(\Delta(k)))$, with probability $p_\Delta$.

Notice that the stochastic variable for the volume expansion is the stochastic equivalent of the quantity $\gamma$ in Theorem 3. The results in this section only assume the knowledge of the expected value of the distribution and not on the distribution itself since we are focusing on the expected value for the triggering frequency. For an example assuming a particular probability distribution see [40].

**Definition 4** (upcrossing): For a sequence of stochastic variables $Z_1, \cdots, Z_n$ and two real numbers $a$ and $b$, define

$$S_{k+1}(Z) = \inf\{n \geq T_k(Z) : Z_n \leq a\} \text{ and } T_{k+1}(Z) = \inf\{n \geq S_{k+1}(Z) : Z_n \geq b\}$$

with the usual convention that $\inf \emptyset = \infty$. The number of upcrossings of the sequence $Z$ of the interval $[a, b]$ in $n$ time instants is defined as

$$U_n([a, b], Z) = \sup\{k \geq 0 : T_k(Z) \leq n\}.$$  

Notice that the definition of upcrossing in Definition 4 of random variables is going to be equivalent to a trigger in our application. The volume exceeding the triggering condition corresponds to the random variable corresponding to that volume making an upcrossing of the interval. We now introduce the theorem stating the results for the triggering frequency in randomized algorithms, where $\mathbb{E}$ denotes the expected value operator and $\mathbb{P}$ the probability function.

**Theorem 5**: Consider a distributed system and a stochastic variable as in Definition 3. Then,

i) if $\mathbb{E}[\theta(n)] < 1$, the volume of the set-valued estimates converges almost surely to a nonnegative integrable limit and

$$\mathbb{P} \{\text{"having a trigger"} \} \leq \frac{\mu(k)}{\mu(\tau^{-1}(k))};$$

ii) if $\mathbb{E}[\theta(n)] = 1$, the expected triggering time is given by $\mathbb{E}[T_k|k] = \log \mu(k) \log \frac{\mu(\tau^{-1}(k))}{\mu(k)}$, where $T_k := \tau^{-1}(k) - k$;

iii) if $\mathbb{E}[\theta(n)] > 1$, the time before the expected value of the number of triggers is greater than or equal to 1 is given by the $M$ that satisfies $\mathbb{E}[|Z_M - Z_0|] < \mu(\tau^{-2}(k)) - \mu(\tau^{-1}(k))$.

**Proof.** i) Consider the stochastic process $Z_{n+1} = Z_n\theta(n)$, $Z_0 = \mu(k)$ describing the behavior of the size of the set-valued estimates for the distributed system. Also consider the correspondent filtration $\mathcal{F}_n = \{Z_0, Z_1, \cdots, Z_n\}$ (for additional information on martingale theory, see [41]).

Computing the conditional expectation, we get

$$\mathbb{E}[Z_{n+1}|\mathcal{F}_n] = \mathbb{E}[\theta(n)Z_n|\mathcal{F}_n] = Z_n\mathbb{E}[\theta(n)|\mathcal{F}_n] = Z_n\mathbb{E}[\theta(n)] < Z_n$$

which implies $Z_n$ is a nonnegative supermartingale and $\lim_{n \to \infty} Z_n = Z_\infty$ with $Z_\infty$ being a nonnegative integrable variable as stated in page 148 of [42]. The final conclusion is a direct application of the Dubin’s Inequality that states

$$\mathbb{P}\{\text{"at least } \zeta \text{ upcrossings"} \} \leq \left(\frac{a}{b}\right)^\zeta$$

where $a$ and $b$ define upcrossings as in Definition 4. In our context, $a$ is the initial value and $b$ represents the maximum volume before a trigger. Thus, the number of upcrossings is the number of triggers. As a consequence, if $Z_n$ reaches 0 it must stay there forever.

ii) Consider the above martingale $Z_{n+1} = Z_n\theta(n)$, $Z_0 = \mu(k)$ and define the new martingale $V_n = \log Z_n$. Therefore, we have that $V_{n+1} = V_n + \xi(n)$, where $\xi(n)$ is $\log \theta(n)$, along with the correspondent filtration $\mathcal{F}_n = \{V_0, V_1, \cdots, V_n\}$.

Computing the conditional expectation, we get

$$\mathbb{E}[V_{n+1}|\mathcal{F}_n] = \mathbb{E}[V_n + \xi|\mathcal{F}_n] = \mathbb{E}[V_n|\mathcal{F}_n] + \mathbb{E}[\xi|\mathcal{F}_n] = V_n + \mathbb{E}[\xi].$$

By definition, $\mathbb{E}[\xi(n)] = \log \mathbb{E}[\theta(n)]$ which implies that $\mathbb{E}[V_{n+1}|\mathcal{F}_n] = V_n$ and indeed $V_n$ is a martingale. We progress by writing the stochastic variable $W_n = V_n^2 - n$ and showing that it can indeed be made a martingale. Take the correspondent
filtration \( \mathcal{F}_n = \{ V_0, V_1, \ldots, V_n \} \) and let us compute

\[
\mathbb{E}[W_{n+1} | \mathcal{F}_n] = \mathbb{E}[V_{n+1}^2 - (n + 1) | \mathcal{F}_n] \\
= \mathbb{E}[V_n^2 + 2V_n \xi + \xi^2 - (n + 1) | \mathcal{F}_n] \\
= V_n^2 + 0 + \mathbb{E}[\xi^2 | \mathcal{F}_n] - (n + 1).
\]

Without loss of generality, we assume variable \( \xi \) to have the expected value of its square equal to 1. This can be achieved by scaling the state of the system. Thus, simplifying to

\[
\mathbb{E}[W_{n+1} | \mathcal{F}_n] = V_n^2 - n = W_n
\]

Let us consider the stopping time corresponding to our self-triggering technique

\[
T_k = \inf \{ n \geq 0 : V_n = \log \mu(\tau^{-2}(k)) \}
\]

Due to the martingale properties, \( V_{T_k \land n} \) is a martingale which implies that

\[
\mathbb{E}[V_{T_k \land n}|k] = \mathbb{E}[V_{T_k \land 0}|k] = \mathbb{E}[V_0|k] = \log \mu(k).
\]

We can also compute the probability of hitting the maximum volume \( \log \mu(\tau^{-2}(k)) \) by computing

\[
\mathbb{E}[V_{T_k}|k] = \log \mu(\tau^{-2}(k)) \mathbb{P}[V_{T_k} = \log \mu(\tau^{-2}(k))|k] \\
\equiv \mathbb{E}[V_0|k] = \log \mu(\tau^{-2}(k)) \mathbb{P}[V_{T_k} = \log \mu(\tau^{-2}(k))|k] \\
\equiv \mathbb{P}[V_{T_k} = \log \mu(\tau^{-2}(k))|k] = \frac{\log \mu(k)}{\log \mu(\tau^{-2}(k))}.
\]

Using the new martingale

\[
\mathbb{E}[W_{T_k \land n}|k] = \mathbb{E}[W_{T_k \land 0}|k] = \mathbb{E}[W_0|k] = (\log \mu(k))^2,
\]

and also

\[
\mathbb{E}[W_{T_k \land n}|k] = \mathbb{E}[V_{T_k \land n} - T_k \land n|k]
\] (19)

Using both (18) and (19), we get

\[
\mathbb{E}[V_{T_k \land n}|k] = (\log \mu(k))^2 + \mathbb{E}[T_k \land n|k].
\] (20)

Due to the Monotone Convergence theorem, as \( T_k \land n \to T_k \), \( \mathbb{E}[T_k \land n|k] \to \mathbb{E}[T_k|k] \), which combined with (20) leads to

\[
\mathbb{E}[V_{T_k}|k] = (\log \mu(k))^2 + \mathbb{E}[T_k|k]
\] (21)

but by definition

\[
\mathbb{E}[V_{T_k}|k] = (\log \mu(\tau^{-2}(k)))^2 \mathbb{P}[V_{T_k} = \log \mu(\tau^{-2}(k))|k] = (\log \mu(\tau^{-2}(k)))^2 \frac{\log \mu(k)}{\log \mu(\tau^{-2}(k))}
\] (22)

Using (21) and (22), we get that \( \mathbb{E}[T_k|k] = \log \mu(k) \log \mu(\tau^{-2}(k)) \), thus reaching the conclusion.

iii) We consider the submartingale \( Z_n \) and recall the Upcrossing Lemma that states

\[
\mathbb{E}[U_M^{\alpha,\beta}] \leq \frac{\mathbb{E}[|Z_M - Z_0|]}{\beta - \alpha}
\]

for a submartingale \( Z_n \). To get \( \mathbb{E}[U_M^{\alpha,\beta}] < 1 \), we must get

\[
\frac{\mathbb{E}[|Z_M - Z_0|]}{\beta - \alpha} < 1
\]

which is satisfied by selecting \( M \) as in the statement of the theorem where \( \alpha \) is the current hypervolume of the set-valued estimates and \( \beta \) is the maximum allowed hypervolume and the conclusion follows. \( \blacksquare \)
VII. SIMULATION RESULTS

In this section, we start by illustrating the advantages of the proposed event- and self-triggering techniques in order to reduce sensor updates. We consider a linearized model of the inverted pendulum mounted on a cart, which relates directly to the real-world example of an attitude control of a booster rocket at takeoff. In continuous time, the state dynamics are given by

\[
\begin{bmatrix}
\dot{x} \\
\dot{x} \\
\dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
0 & \frac{1}{I(M+m^2)}b & 0 \\
0 & \frac{m^2g\ell^2}{f(M+m)+Mm^2} & 0 \\
0 & \frac{m\ell}{f(M+m)+Mm^2} & 0
\end{bmatrix}
\begin{bmatrix}
x \\
\dot{x} \\
\dot{\theta}
\end{bmatrix} +
\begin{bmatrix}
0 \\
\frac{I+m^2}{f(M+m)+Mm^2} & 0 \\
0 & \frac{m\ell}{f(M+m)+Mm^2}
\end{bmatrix}
\begin{bmatrix}
u
\end{bmatrix}
\]

\[
y = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} x \\ \dot{x} \\ \theta \\ \dot{\theta} \end{bmatrix} + Nv
\]

where \( x \) is the cart position coordinate and \( \theta \) is the pendulum angle from vertical. The constants appearing in the model are the moment of inertia of the pendulum (\( I = 0.006 \text{ kg.m}^2 \)), length to pendulum center of mass (\( \ell = 0.3 \text{ m} \)), coefficient of friction for cart (\( b = 0.1 \text{ N/m/sec} \)), mass of the pendulum (\( m = 0.2 \text{ kg} \)), and mass of the cart (\( M = 0.5 \text{ kg} \)). The system is discretized using a sampling period of 0.1s.
We assume a matrix $L$ for the disturbances equal to two and a half times the input matrix as to make the problem harder by having a large disturbance signal, and the noise injection matrix $N$ is $[0.5 \ 0.5]^T$. The random signal $w$ is taken from a normal distribution with variance equal to 1 and mean 0 with a maximum imposed of at most 5, which represents a large disturbance signal when compared to the control input. The control law $u$ is assumed to be given by a state-feedback controller, independent from the SVO, that returns a signal which stabilizes the unperturbed system. The objective is for the SVO in a NCS to provide estimates for the state of the remote system comprised of both the controller and the plant.

The first simulations focus on showing the properties of using SVOs to produce event conditions for the sensor to determine when to perform an update and send information through the network to the observer, i.e., SVOs for Event-triggered NCS as in Section IV-A. Figure 12 presents the main results of using an event condition based on the produced set-valued estimates of the state. In Fig. 12(b), it is depicted the interval for the values of the state that the observer outputs with the sensor updating according to the signal in Fig. 12(c) as opposed to having sensors updates at every time instant, which would result in the estimates given in Fig. 12(a). The main observation is that the technique does not introduce conservatism in the estimates as the observer makes them constant within triggers as the current observations are validated by the sensors as otherwise, an update would take place.

The event-triggered for NCS strategy simulated in Fig. 12 showed that for the considered system, the triggering frequency is close to one third of the time instances. Such a reduction motivates our contribution of using SVOs to determine triggering strategies as considerable load on the networked would be avoided in comparison with the standard approach of receiving measurements in all time instants.

The event-triggering strategy required the sensor unit to test whether the measurements are still inside the provided event condition set. We simulated the self-triggered version as to compare the results, i.e., SVOs for Self-triggered NCS as in Section IV-B. In Fig. 13, it is depicted the same results for a different run of the algorithm but still allowing to point out the trade-off between both strategies. Contrarily to the event-triggered condition, it is observed in Fig. 13(b) that the size of the estimation set varies due to some conservativeness being introduced by not having access to the sensor update. However, the convergence properties of the SVOs are maintained, since upon a trigger, the standard procedure is executed.

Figure 13(c) shows the frequency of the triggers with approximately 60% of the time instants having a trigger for the standard procedure. The main reason is the large disturbance and noise signals that make the produced sets grow in hyper-volume when no measurement is available. In essence, to have the possibility to switch off sensors in a self-triggered strategy, for this scenario, there is a two-fold increase in the number of triggers and a poorer estimate quality. Nevertheless, the contribution of using SVOs to self-trigger NCSs should be seen for a different use when the sensors cannot be equipped with any type of computational capabilities and all operations must be performed at the observer side. A saving of roughly $\frac{1}{3}$ of the network resources associated with communication is still encouraging.

A third simulation is performed resorting to the same example but for the Self-triggered SVOs as in Section V-B. In the previous cases, all computations were performed resorting to the traditional SVOs whenever sensors updates were available. In this simulation, sensor updates are available at every time instant and triggers mean that the standard SVOs were computed.

The results are shown in Fig. 14. For the run depicted in Fig. 14(a), we have the computed set-valued estimates in Fig. 14(b) using the overbounding methods as aforementioned. A main difference is the introduced conservatism due to the ellipsoidal overbounding method, which is worsen by propagating for all possible values of the disturbance and noise signal. The triggering frequency was around 50% in this run as shown in Fig. 14(c). The main conclusion from this simulation is that the self-trigger SVO can be an alternative to the traditional especially in cases where the disturbance and noise signals have a small magnitude. When that is not the case, this example gives evidence that the triggering frequency is high given that the set-valued estimates after a trigger are never of such a small volume to avoid a considerable increase in overhead.

Nevertheless, a Self-Trigger SVO can expand the class of systems to which the SVOs can be applied. A special consideration are always systems that need to be discretized with small sampling periods or real-time plants. In those cases, time constraints are of utmost important and place strict performance lower bounds on any potential technique. In Fig. 15, it is depicted the computing time for the traditional and Self-trigger SVOs. The minimum computational time for the traditional SVO was $3.6 \times 10^{-2}$s in contrast with $1.6 \times 10^{-4}$s for the proposed upperbounding method, representing a decrease of two orders of magnitude. Thus, Self-triggered SVOs can be employed for system with stricter time constraints as long as the full computations at triggering times can be performed in between triggers, suggesting some future work in this area.

VIII. Conclusions

In this paper, the problem of reducing the network load in a Networked Control System (NCS) was addressed resorting to event- and self-triggered strategies. For this purpose, the concept of SVOs was used to provide polytopes where the state is known to belong and the triggering condition is selected such that the hyper-volume of the set-valued estimates does not grow. The algorithm does not impact on the convergence of the estimates since when the estimates increase in size, a sensor update is required to reduce the uncertainty in the estimates.

Following the study of triggering techniques, we provided similar event conditions to determine when to run a full computation of the SVOs to find the polytope for the estimates or compromise accuracy to gain in performance by giving low-complexity
The work presented in this document suggests a natural course for future developments. Two main avenues of research will be pursued: how to extend the event- and self-triggering techniques here described to other set-based methods and what additional results can be provided for different set descriptions; and, whether alternative optimization techniques exist that can be employed to determine the next self-triggered time instant apart from generating all the ellipsoids and checking whether they satisfy the triggering criteria.
(a) Evolution of the position of the cart (black) and the estimation (blue) of the standard SVO.

(b) Estimation (blue) given by the Self-triggered SVO.

(c) Triggering occurrences at half of the time instants.

Fig. 14. Estimation conservatism and triggering frequency of the Self-triggered SVOs in comparison with the standard SVOs.

Fig. 15. Elapsed time in seconds of the computation of the estimates using the standard and Self-triggered SVOs.
