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ABSTRACT

Associative memories (AMs) and algorithms for performing various operations on them have been studied extensively for more than three decades. In recent years, numerous VLSI-based dictionary machines (DMs), that are essentially limited types of associative memories, have been proposed and theoretically evaluated. In most cases, the proposed designs are generally hardware-intensive and postulate the use of one processing element for each record or for a small number of records. Given their special-purpose natures and limited applications, such designs are not technically feasible or economically viable with today's VLSI technology. Even when future VLSI advances do allow the construction of such megaprocessor machines, other architectures and implementation alternatives must be investigated in search of an optimal design for a given set of requirements. In this paper, we show that a mixed serial/parallel design methodology offers a wide range of cost versus performance tradeoffs and results in AM or DM systems that are practically realizable with today's VLSI technology. We discuss a design methodology for VLSI search processors whereby most of the processing elements of previous designs are replaced with high-speed shift registers. Such an approach results in a significant cost reduction while maintaining a reasonable suboptimal processing speed for databases of practical interest. As an added benefit, the proposed designs offer considerable flexibility in the handling of variable-length and very long records. Such records are impossible to handle or lead to intractable performance penalties with fixed-format designs. A key to the proposed architecture is the coupling of high-speed shift registers with systolic string comparators that can operate at extremely high clock rates. The speed/cost tradeoffs provided by various architectural features of the proposed system are discussed and its performance is compared to those of certain theoretically optimal but currently unrealizable hardware-intensive architectures.
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1. Introduction

Searching is an important subproblem in many computing applications where its speed and efficiency affect the respective parameters of the overall solution. No direct statistics on the prevalence of searching are available to the author. However, Knuth suggests that over 25 percent of the running time of modern computers is spent on sorting and that in many systems sorting uses more than half of the computing time [KNUT73]. Since a primary motivation for sorting is to simplify searching and since searching can also be done without sorting, it is safe to say that searching consumes directly or indirectly well over a quarter of our available computational power. Therefore, techniques for speeding up different types of searches that are used in practice can have significant performance implications for digital systems. Accordingly, computer designers have investigated the use of special-purpose hardware devices and subsystems to make searching faster and more efficient.

Associative memories (AMs), database computers (DBCs), and more recently, VLSI-based dictionary machines (DMs) have received considerable attention in the literature [PARHI90a]. In this paper, we refer to these systems collectively as "search processors". Although DBCs are in general capable of much more than just searching a database, here we are only interested in their searching capabilities/mechanisms that are quite similar to those of AMs and DMs. Proposed designs for search processors are generally hardware-intensive and postulate the use of one processing element for each record or for a small number of records. Given that search processors are special-purpose and have limited applications, such designs are not technically feasible or economically viable with today's VLSI technology. Even when future VLSI advances do allow the construction of megaprocessor machines, other architectures and implementation alternatives must be investigated in search of an optimal design for a given set of requirements.

In its simplest form, an associative memory (AM) is a hardware device consisting of N fixed-size cells, each storing a data word or record or marked as empty (Figure 1). When presented with a search key or comparand, a mask showing the relevant field(s) of the stored words, and possibly an instruction specifying the type of search, the AM responds by marking all the words that match the given key. Matching is done by setting or resetting a response bit or tag (bit) in the AM cell. The N response bits form the AM's response store. A response indicator mechanism may provide information on the multiplicity of responders (zero, one, several). If there is no responder, the search outcome is negative and we can proceed to the next step of our algorithm. With one responder, the required data item has been located and can be appropriately dealt with by reading it out or modifying it in-place. If there are several responders, the appropriate action might be proceeding to further narrow down the search, simultaneously modifying all responders in-place, or examining the responders in turn through a multiple response resolver.

Research on associative memories started in the mid 1950s. Early associative memory proposals were in the "fully parallel" class whereby processing logic is associated with every bit of the memory array; thus all stored data bits are simultaneously compared to the comparand bits and the bitwise match results combined to obtain the word-match indicators. Soon it was realized that "bit-serial, word-parallel" designs (sometimes designated simply as "bit-serial") that read out a complete bit slice of data into processing elements external to the memory array are much more practical since they take advantage of the high density and low cost of conventional memories and also
can be designed to perform parallel operations other than simple searches at little extra cost. This led to a large number of actual implementations, including Goodyear's well-known STARAN system. More recently, the Connection Machine [HILL85] has utilized such a bit-serial organization. Although some "bit-parallel, word-serial" designs ("word-serial" for short) based on shift registers were also proposed in the early years, they all turned out to be impractical for real applications. A fourth alternative organization, the so-called "block-oriented" design, that emerged in the early 1970s [PARH72], became the basis for many database machine designs.

![Functional View of an Associative Memory](image)

Figure 1. Functional View of an Associative Memory.

Many algorithms have been developed for performing search, retrieval, and arithmetic/logic operations on data stored in AMs [PARH90]. A common flaw in the analyses offered by designers of AMs and of AM algorithms is the assumption that the basic cycle time of an associative memory is a constant independent of size, thus leading to the optimistic conclusion that an N-word AM offers N-fold speedup compared to linear search in an unordered list of N items (N ≳ N). While this may be accurate for small values of N, it is grossly unfair to equate the cycle time of a large associative memory (say, one holding hundreds of thousands of data items) with that of simpler hardware used in conventional sequential systems to which AM designs are compared. Realistic analyses of the speedup offered by AMs and AM algorithms would require the development of a model that predicts the cycle time of an N-word AM as a function of N. Such a model would depend on the technology used to implement the AM and on its architecture. The dependence of cycle time on N arises from:

1. Broadcasting instructions to all N cells in the AM.
2. Performing global operations on N response bits.

The required cycle time for broadcasting obviously increases as we go from single-chip to multiple-chip and multiple-board systems, simply because longer interconnections will be involved and a larger number of loads must be driven. As we move towards widespread utilization of advanced submicron technologies for VLSI, the effect of long wires is becoming important even within a single chip. The transmission delay on such wires on a chip is dominated by their RC time delay and can easily overshadow data manipulation times which are functions of logic gate delays. Table I shows the RC-delay and gate-delay values for the MOS technology.

As for global operations, such as those required for multiple response resolution, the effect of long wires is compounded by the requirement for logic manipulation. It is well-known that even if propagation delays are insignificant, a global operation on N bits by limited fan-in circuits requires time that is at least proportional to log N. Yet even recent works on associative memory architectures and algorithms claim "constant time" for N-operand global operations such as logical OR and logical AND for which the use of "wired logic" is generally assumed (see e.g. [DAV86] and [JL88]).

It follows that the scalability issue for AMs must be explicitly addressed if large units are to be realized with the VLSI technology. Several authors have dealt with the VLSI realization of AMs [WEEM82], [SIV85], [HUR87]. However, the scalability issue has only been hinted at by Hursen and Shirazi [HUR87] who suggest that "large" AMs can be built by taking advantage of wafer-scale integration and/or a bus-based interconnection of smaller modules. In this paper, we show that a mixed serial/parallel design methodology combined with a pipelined mode of operation not only leads to scalable designs but also offers a wide range of cost versus power tradeoffs resulting in AMs or DMs that are practically realizable with today's VLSI technology.

We discuss a design methodology for VLSI search processors whereby most of the processing elements of previous designs are replaced with high-speed shift registers. Such an approach results in a significant cost reduction while maintaining a reasonable suboptimal processing speed for databases of practical interest. As an added benefit, the proposed designs offer considerable flexibility in the handling of variable-length and very long records. Such records are impossible to handle or lead to intolerable performance penalties with fixed-format designs. A key to the proposed architecture is the coupling of high-speed shift registers with systolic string comparators that can operate at extremely high clock rates. The speed/cost tradeoffs provided by various architectural features of the proposed system are discussed and its performance is compared to those of certain theoretically optimal but currently unrealizable hardware-intensive architectures.

The remainder of this paper is organized as follows. Section 2 is devoted to a discussion of dictionary machines (DMs), a class of simple search processors that will be used as a vehicle for making the architectural descriptions and analyses that follow understandable as well as more concrete. In Section 3, we discuss the serial/parallel design paradigm by presenting an example design for a simple DM (with only "search", "insert", and "delete" instructions) based on a combination of high-speed, low-cost shift registers and systolic string comparators. This is followed in Section 4 by an evaluation of the DM design in terms of two key performance attributes: The response latency L and the pipelining period P. Section 5 deals with a generalization of the serial/parallel design paradigm to multi-level systolic search processors with more extensive instruction sets. Counting of responders and shifting of response bits in an AM are used to illustrate additional problems that need to be dealt with. Finally, concluding remarks and ideas for further research are offered in Section 6.
2. A Class of Search Processors

Although the serial/parallel design paradigm presented in this paper is applicable to many searching problems and the associated search processors, we initially limit our presentation to dictionary machines for the sake of clarity. Extensions to the ideas presented, which would be required for realizing more complicated searches and related operations, are discussed in Section 5 of the paper.

A dictionary machine (DM) is a device that stores a set of records, each having a unique key with some associated information (info), and supports the following basic set of operations:

- **search(key, info)**: Return the info associated with the given key, if stored; return null if not.
- **insert(key, info)**: Add a (new) record with the given key and info to the database.
- **delete(key, info)**: Delete the (stored) record with the given key from database; return the info.

Actually, the standard form of the delete operation only needs a single parameter (the key). However, for the sake of uniformity, we assume the the DM returns the info part of a record when it is deleted. With this convention, the search operation can be viewed as a delete-insert pair, where insertion is done only if deletion is successful. Ideally, a DM should be able to deal with duplicate insertions (attempting to insert a record that is already stored) and redundant deletions (attempting to delete a nonexistent record) by treating them as no-operations. However, not all proposed DMs have such a capability.

In addition to the above basic set, many other operations have been suggested for DMs, depending on the requirements of particular applications or the capabilities inherent in suggested hardware implementations. Here is a sample:

- **findbest(key, info)**: Return the info part of a record whose key best matches the given key.
- **findmin(key, info)**: Return the smallest stored key along with its associated info.
- **deletemin(key, info)**: Delete the record that has the smallest key; return both key and info.

In the findbest operation, the criteria for judging the "best" match are application-dependent. Some possibilities are "closest" and "next higher" for numeric keys or "smallest edit distance" or "longest substring match" for bit and character strings. The findmin and deletemin operations above are required operations for a "priority queue" (standard deletemin does not return any value) and can be added to the operation set of a sorted-key DM with little or no additional cost. Besides the record having the smallest key, the one with the largest key (findmax, deletemax) or the median-value key (findmed, deletemed) may be dealt with in some applications.

Many VLSI-based DMs have been proposed in the literature. These machines typically realize the basic set of DM operations, plus possibly some of the operations in the extended set, by using one processor for each record or for a small number of records. The processors are connected in a tree [ATAL85], [BENT79], [BROW79], [CHAN88], [GOYA88], [IOTM82], [SCHM85], [SOMA85], [SONG80], hypercube [DEHN88], [OMON87], [SCHW87], or mesh [DEHN87], [PROB87].

[SCHM85]. In each case, pipelining or systolic operation is used to improve the system performance for multiple searches by allowing a new instruction to be pumped into the system with every clock tick, while the response latency for individual searches may be quite large (perhaps hundreds or thousands of clock cycles). Thus, many searches are processed concurrently. Consistent handling of search, insert, and delete operations in view of the inter-operation concurrency leads to many design problems that have been studied by numerous researchers.

The response latencies of tree- and hypercube-based DMs are logarithmic (ignoring of course the important effects of layout and long wires) while that of mesh-connected machines is realistically proportional to the square root of the number N of processors or the number n of stored records, depending on design. Strictly speaking, tree-structured systems cannot be systolic because they require arbitrarily long wires as the number of nodes grows [PATE81]. However, the wire length growth rate appears to be manageable for DM sizes likely to be of interest in the foreseeable future. The above issue is much more serious for the hypercube interconnection scheme for which the requirement of \( \log_2 N \) connections to each processor compounds the scalability problem. The excessive cost of the one-processor-per-key approach, along with its implicit assumption of short fixed-length keys, has led to one proposal advocating the use of a relatively small number of processors equal to the maximum key length. The resulting "radix machine" [FISH84] consists of an array of conventional processors (with large random-access memories) executing instructions in a pipelined mode (see also [CARE84]).

Like any other data management problem, an application requiring dictionary operations can be implemented in a variety of ways; from software implementation on a sequential computer using conventional data organization and search algorithms [KNU73], [MEHL84] at one extreme to the use of hardware-intensive DMs at the other. The serial/parallel approach presented in this paper provides additional points in the design space of special-purpose DMs. We will only consider the three basic DM operations in detail. Implementation of the other operations are briefly discussed at the algorithm level without much attention to hardware design considerations.

3. A Serial/Parallel Architecture

In its simplest form, the hardware of the proposed DM consists of a linear array of \( p \) processing elements, \( P_1, P_2, \ldots, P_p \). As shown in Figure 2, processing element \( P_i \) is connected to a circular shift register (loop) having the register elements \( R_{kj}, R_{kj+1,} \ldots, R_{kJ} \) and to a systolic comparator of length \( k \) consisting of the cells \( C_i, C_{j+1}, \ldots, C_k \). Each \( R_{ki} \) holds one symbol from a finite record alphabet. Records have the format

\[(key-string) \phi (info-string) \rho \]

where \( \phi \) is a special field separator and \( \rho \) is an end-of-record marker. It will be assumed that the empty space in each shift register is organized into a record having the null key. Thus, every record starts and ends with \( \rho \). Each processing element knows the length of the empty space in its shift register.

Instructions and responses are also symbol strings. Instruction strings enter \( P_i \) and response strings emerge from \( P_p \). To simplify things, we will describe the DM operations as if all processors and shift registers were synchronized by means of external clocks. The shift clock period will be denoted by \( c_e \) and the processor-to-processor communication clock period will be denoted by \( c_p \). However, the architecture easily supports an
asynchronous mode of operation in the vertical (processor) dimension if the processors are provided with input and output buffers, with a flag indicating the availability of the input buffer for accepting incoming data. Asynchronous operation in the horizontal (shift-register) dimension, while possible, is much more difficult to implement without losing the advantage of high-speed shifting that is possible in synchronous mode.

A search instruction is characterized by the following input and output strings:

Input: $\sigma$ (reverse-key-string) $\rho$

Output: $\sigma'$ (info-string) $\rho$

The key is input in reverse order to facilitate the matching operation in the systolic comparator (alternatively, one could require that keys be stored in reverse order in the shift registers). A processor receiving the search symbol $\sigma$, will pass it and all following symbols up to and including the first $\rho$ to the next processor and shifts the same symbols (where replaced with $\phi$) into its systolic comparator cells (for the key string 'LILIPUT', the comparator cell contents will be 'GTUPLILIP'). When a processor in state $\sigma$ (search instruction input) receives the $\rho$ symbol, it goes into the state $\sigma'$ (search in progress) and starts pumping the shift register contents into the systolic comparator.

The comparator works as follows. In addition to the permanent copy of the key, a shifted version representing the tail or the unmatched portion of the key is kept. Initially, the tail is the same as the key. The first $\rho$ that emerges from the shift register matches the stored $\rho$ symbol. The key tail is now shifted to the right, with the head symbol $\rho$ disappearing. The shifting can be done without the ripple effect (which would lengthen the required clock cycle) in accordance with the systolic design principles in general and implementation details of systolic stacks in particular (see, e.g., [KUNG82], [GUIB82]).

Intuitively, the following occurs in the systolic stack. The cells go through two phases of operation for each input symbol processed. The first shifted key tail for the above example will be 'GTUPLIL', with a "hole" (denoted by '*') created as a result of shifting the 'L' to the right (refer to Table II). The comparator cell holding 'I' notes the presence of the hole in Phase 2 and shifts its contents to the right, just in time for the next shift into the head cell. This process is repeated, with the next required symbol always being in the correct cell. Because insertions are not required during the use of our systolic stack for matching, its design is simpler than a general systolic stack which requires more "idle" phases between operations. The first non-matching symbol generates a signal which resets the key tail to its initial full-key value. Even though the reset signal ripples from one comparator cell to another, this causes no slowdown as each symbol will have been reset by the time it is needed.

A complete match is detected when both the key tail symbol in $C_{i+1}$ and the next input symbol are $\rho$. At this point, the processor passes a $\sigma'$ symbol to the next processor and then pumps downward the info-string symbols as they emerge from the shift register. An incoming $\sigma'$ cancels the processor's own search and puts it in state $\sigma''$ for relaying the incoming information stream downward.

### Table I

Analysis of a 12mm Connection in Metal [LEW87].

<table>
<thead>
<tr>
<th>Lambda (µm)</th>
<th>RC delay (nsec)</th>
<th>Gate delay (nsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>0.1</td>
<td>5.0</td>
</tr>
<tr>
<td>2.5</td>
<td>0.2</td>
<td>2.5</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>0.1</td>
<td>5.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

### Table II

Example for the Operation of a Simple-Match Systolic Comparator.

<table>
<thead>
<tr>
<th>Stored Key $\rightarrow$</th>
<th>$\phi$ T U P I L I L $\rho$ $\downarrow$ Input String $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L I L $\rho$ $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L I L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L I L $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L I $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L L $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L L $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L L $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L L $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L L $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L L $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L</td>
</tr>
<tr>
<td>Key Tail (Ph. 1)</td>
<td>$\phi$ T U P I L L $\rightarrow$ LILIPUT $\phi$</td>
</tr>
<tr>
<td>Key Tail (Ph. 2)</td>
<td>$\phi$ T U P I L</td>
</tr>
</tbody>
</table>

**Complete Match Detected!**
The search latency, defined as the period of time between the input of the last key symbol and the output of the first information symbol, is roughly:

\[ L = p \cdot c_p + l \cdot c_l \]

The pipelining period, defined as the period of time between two successive search requests, is equal to the time needed for one trip around the loop or roughly:

\[ P = l \cdot c_l \]

These equations are approximate in the sense that some constant instruction set-up times have not been included. However, since \( p \) and \( l \) are relatively large, the inaccuracy is not significant.

An `insert` instruction is characterized by the following input and output strings:

Input:  \( i \) (reverse-key-string) \( \varnothing \) (info-string) \( p \)

Output: \( i' \)

The first processor that has sufficient empty space for the record will do the insertion. Upon receipt of the \( p \) symbol, a processor will know whether it has enough space for the insertion. If so, it simply passes an "insertion-complete" symbol \( i' \) to the next processor instead of the \( p \) symbol. This symbol is passed downward, invalidates all insertion requests, and eventually emerges as the DM response to the `insert` operation. It is relatively easy to handle duplicate insertions if the design is such that the `insert` instruction also causes any existing copy to be deleted (as discussed for `delete` below).

A `delete` instruction is characterized by the following input and output strings:

Input:  \( d \) (reverse-key-string) \( p \)

Output: \( d' \) (info-string) \( p \)

The search part of the `delete` instruction is identical to that of the `search` instruction. Once a match is indicated, the `info-string` is pumped downward following the symbol \( d' \). This `info-string` is not restored into the shift register. The only remaining problem is how to delete the key which under the search mode of operation is completely restored into the shift register by the time a match is detected. A possible approach would be to provide a `key buffer` in each processor. With this buffer, keys are not automatically restored into the shift register but are pumped into the key buffer which becomes a variable-length extension to the shift register. Upon the detection of a match during a `delete` operation, the key buffer is bypassed and the empty-space length counter is incremented by the key length initially and by 1 with every information symbol pumped out.

The main problem with the above approach is the requirement for a large key register in each processor to accommodate the longest possible key. This not only increases the processor complexity substantially, but also nullifies our architecture's flexibility in dealing with very long and variable-length keys. An alternative solution would be to provide a single-symbol buffer in each processor that essentially delays the storing back of symbols into the shift register by 1 shift cycle. When a match is detected during a `delete` operation, the last key symbol will be replaced by a special "nullifying" symbol. Encountering this special symbol during a search operation invalidates partial match results obtained thus far. Future research must deal with methods for reclaiming the space occupied by such nullified key.

The response latency and pipelining delay for insertion and deletion operations are the same as those for searching which were derived earlier. Thus, the same equations can be used for \( L \) and \( P \) without regard to the dictionary operation performed.

The implications of these equations on the response latency and throughput of the proposed DM are discussed in Section 4.

If all we needed was "exact comparison" of a given key with fixed-length stored keys, the proposed DM would probably not be competitive with conventional (software) approaches in view of the relatively large pipelining period \( P \). However, if more complicated search operations are required, then the architecture presented here becomes quite attractive. For example, if the search must be based on the longest substring match, the systolic comparator might work as follows. Initially, all comparator cells contain zero as the length of the longest match thus far. The longest match information, when updated, ripples rightward, so that ignoring pending propagates, the head comparator cell \( C_1 \) always contains information about the longest substring match thus far. Each symbol shifted through the comparator carries with it a count representing the length of the present substring match ending in that symbol. Table III shows an example where the search key is 'LJPLIP' and L'P enters as an input key. The dots in Table III represent either the absense of further information (due to the processor skipping the information part of the record) or the next key that must be compared. Upon completion of one circulation of the shift register and after a short delay for the rightward propagation of the "longest match" information, each processor will know the longest match that it has found. In the next circulation, each processor sends the string \( \sigma' \) (match-length) (shift-register-contents) downward. Each processor receiving the above string, compares the received (match-length) to its own value and decides on relaying or ignoring the input information. Some post-processing by the host is required to retrieve the desired record from the shift register contents received. In this way, the DM filters out a great deal of irrelevant information.

Systolic comparators can be designed for other types of searches as required. Details for several useful search classes (e.g. the ones needed for executing instructions such as findmin and findmax) are being worked out. Such systolic comparators are useful components for designing high-speed special-purpose systems and may find applications other than those suggested here in connection with search processors. Eventually, if the proposed architecture proves to be practical, shift-register and systolic comparator libraries may be developed, with individual members of such libraries automatically selected and combined by appropriate VLSI design tools into a final hardware layout.

4. Performance Parameters and Tradeoffs

The analyses in this section are based on the latency and delay equations obtained in Section 3. Given a fixed overall DM capacity \( N \) (in terms of the number of \( R \)-symbol records), we can write \( N = LP / R \) or:

\[ I = NR / p \]

Substituting this value for \( I \) in the latency and pipelining period equations, we get:

\[ L = p \cdot c_p + NR \cdot c_l / p \]

\[ P = NR \cdot c_l / p \]
Clearly, the DM throughput (inverse of \( P \)) is proportional to the number \( p \) of processors. Thus if throughput is of primary importance, the number of processors must be made as large as possible within the given cost constraints. On the other hand, if latency is to be minimized, the number of processors should be:

\[
p = \sqrt[p]{N R} c_s / c_p
\]

This choice will yield the minimal latency of

\[
L_{\text{min}} = 2 \sqrt[p]{N R} c_s c_p
\]

and a corresponding delay of half this amount. This delay is too large to be of practical interest. Thus the DM is likely to be designed with a higher latency and a correspondingly higher throughput.

Let us compare these performance parameters to those of mesh-connected DMs that have constant pipelining delays of \( c_m \) and response latencies proportional to \( \sqrt[N]{N} \); say \( 2c_m N \sqrt[N]{N} \). Because each processor in such DMs has to compare a complete key in each clock cycle of length \( c_m \), while a processor in our design compared only a single symbol in its clock cycle of length \( c_p \), it is true that:

\[
c_s < c_p < c_m
\]

Although precise estimates cannot be given at this stage, let us assume somewhat arbitrarily

\[
c_m / c_p = c_p / c_s = 20
\]

corresponding to clock periods of a few nanoseconds for shifting, a few tens to a hundred nanoseconds for simple interprocessor transfers, and a couple of microseconds for matching a complete key in a more complex processor. With these values, the above latency and pipelining period equations yield the following ratios for the latency and pipelining period of our proposed dictionary machine relative to mesh-connected DMs assuming an average record length of \( R = 20 \):

Latency Ratio = 0.025 \((p / \sqrt[N]{N} + \sqrt[N]{N} / p)\)

Pipelining Period Ratio = 0.05 \(N / p\)

Again arbitrarily choosing \( p = \sqrt[N]{N} \), latency and pipelining period ratios become 0.05 and 0.05 \(N\), respectively. This means that the proposed DM with \( N \) processors is about 20 times faster in terms of response latency. With a database of size \( N = 10^6 \) records, the delay ratio and thus throughput reduction factor will be 50. This performance is achieved with orders of magnitude less hardware.

Table IV shows the tradeoffs available to the designer by listing the above two ratios for different values of \( p \) assuming a database of \( N = 10^6 \) records. The important point is that even if the values used for \( c_s / c_p \) and \( c_p / c_s \) are not valid for a particular technology or implementation alternative, the existence of such tradeoffs will not be affected. Only the values and specific crossover points will change. Note that in the extreme case of one record per processor, we obtain a DM based on a linear array of processing elements. In the other extreme of a single processor for all records, we obtain a record-sequential DM which is similar to the word-serial associative processors of many years ago. Clearly, neither of these two extremes is of practical interest for large dictionaries.

The above estimates are quite rough and are therefore subject to refinement. However, consider what would happen even if

<table>
<thead>
<tr>
<th>Stored Key</th>
<th>T</th>
<th>U</th>
<th>P</th>
<th>L</th>
<th>I</th>
<th>L</th>
<th>L</th>
<th>Input String</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Match</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Longest Match</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Comparands</td>
<td>( \rho )</td>
<td>L</td>
<td>I</td>
<td>P</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Current Match</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Longest Match</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Comparands</td>
<td>( \rho )</td>
<td>L</td>
<td>I</td>
<td>P</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Current Match</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Longest Match</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Comparands</td>
<td>( \rho )</td>
<td>L</td>
<td>I</td>
<td>P</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Current Match</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Longest Match</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Comparands</td>
<td>( \rho )</td>
<td>L</td>
<td>I</td>
<td>P</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Current Match</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Longest Match</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>Comparands</td>
<td>( \rho )</td>
<td>L</td>
<td>I</td>
<td>P</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Current Match</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Longest Match</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>Comparands</td>
<td>( \rho )</td>
<td>L</td>
<td>I</td>
<td>P</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

* initial zeros are denoted by '·' for clarity.

these estimates were an order of magnitude too optimistic. We would still have a DM that is considerably less expensive than one with millions of processors while having competitive response latency and a throughput that is inferior by two to three orders of magnitude. Thus, a search instruction can be initiated every millisecond or so rather than every few microseconds. Such a system can satisfy the requirements of many applications and provides a valid point in the design space of special purpose search processors.

If the processors of Figure 2 are connected in a two-dimensional mesh or in a binary tree structure instead of a linear array, performance parameters will improve theoretically. However,
such a tree or mesh of shift registers is not directly realizable in today’s two-dimensional VLSI technology. Thus to be completely fair in our comparison, we chose to compare our linear array of shift registers, which is essentially a 2-dimensional structure, to 2-dimensional standard DMs. Despite the above observation, such variations on the basic architecture discussed in this paper deserve further study.

<table>
<thead>
<tr>
<th>p</th>
<th>Latency Ratio</th>
<th>Pipelining Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.253</td>
<td>500</td>
</tr>
<tr>
<td>200</td>
<td>0.130</td>
<td>250</td>
</tr>
<tr>
<td>500</td>
<td>0.063</td>
<td>100</td>
</tr>
<tr>
<td>1000</td>
<td>0.050</td>
<td>50</td>
</tr>
<tr>
<td>2000</td>
<td>0.063</td>
<td>25</td>
</tr>
<tr>
<td>5000</td>
<td>0.130</td>
<td>10</td>
</tr>
<tr>
<td>10,000</td>
<td>0.253</td>
<td>5</td>
</tr>
<tr>
<td>20,000</td>
<td>0.501</td>
<td>2.5</td>
</tr>
<tr>
<td>50,000</td>
<td>1.250</td>
<td>1.0</td>
</tr>
<tr>
<td>100,000</td>
<td>2.500</td>
<td>0.5</td>
</tr>
</tbody>
</table>

5. Multi-Level Systolic Search Processors

The serial/parallel design discussed in Sections 3 and 4 can be viewed as a special case of a two-level search processor where at the coarse or high level, p processors are used that are arranged as a linear array and operate in parallel while at the fine or low level simple sequential search is utilized. It is natural to generalize this scheme to a multi-level search processor where possibly different architectures and processor interconnection schemes are used at each level. To simplify our discussion, we will only deal with two-level systolic search processors here.

We start by presenting the functional specification of a simple AM (henceforth, SAM). With reference to Figure 1, SAM can execute the following instructions:

SET Initialize all tag bits to 1.
MATCH Reset the tag bits of all mismatching cells to 0.
READ OR the contents of all cells with their tag bits set.
WRITE Write into all cells that have their tag bits set.
COUNT Tell Central Control how many responders there are.
SHIFT Move each tag bit value up or down by one position.

We next discuss how a basic AM might be configured from small SAM-like building blocks (BB-SAMs) according to systolic design principles. Clearly a BB-SAM with multiple cells can be realized as a single VLSI chip. The actual number of cells that can fit on such a chip will depend on implementation details, including internal organization and word length. The internal organization can be fully parallel, bit-serial, or word-serial [PARR73]. With the fully parallel organization, which is the most complex and offers the highest speed, a MOS VLSI chip can contain a few tens of cells. With the bit-serial organization, hundreds of cells per chip may become feasible, but speed is also reduced by a factor related to the average field length in associative operations. The word-serial organization is the least complex and can be implemented by high-speed shift registers, making it possible to fit thousands of cells on a single chip to achieve significant cost benefits.

Let each BB-SAM contain m cells and its instruction cycle time be c. To build an N-word AM from such building blocks, we need b = N/m building blocks or chips. To connect BB-SAMs into a large system, special interface requirements must be met. Figure 3 shows a possible interface specification for a BB-SAM. Any one of the three instruction inputs I, J, or K can carry a command for the BB-SAM of Figure 3 (not all three are needed in some organizations). Similarly, a BB-SAM can pass on an instruction to at most two other BB-SAMs by using the instruction outputs I' and J'. The values on count inputs and output of a BB-SAM are related by:

\[ C' = C + D + \text{Internal Count} \]

For the purpose of executing the SHIFT instruction, each cell within a BB-SAM is assigned a sequence number. Let h and k be the smallest and largest sequence numbers within the BB-SAM under consideration. It has been established PARRH90, PARRH99b that for tree-structured designs, the cells cannot be consecutively numbered from h to k and that there are two pairs of shift input and output lines (say A1, A1', B1, and B1') will be needed to properly handle the SHIFT instruction. For now, let us assume that cells are consecutively numbered h, h + 1, . . . , k. Then the shift inputs A and B will carry the tag bit values from cells h - 1 and k + 1, respectively. Similarly, the shift outputs A' and B' will carry the tag bit values from cells h and k and are connected to the shift inputs of BB-SAMs containing the cells h - 1 and k + 1, respectively.

The simplest possible interconnection scheme for BB-SAMs is a one-dimensional or linear array (Figure 3). Instructions are fed to the topmost BB-SAM. Upon receiving an instruction, a BB-SAM executes it and forwards the result (if any) along with the
instruction itself to the next BB-SAM in the array. Thus, the result of an instruction input at time \( t \) will emerge from the last BB-SAM at time \( t + 2c_b \), where \( c_b \) is the cycle time of a BB-SAM. However, the next instruction can be input to the topmost BB-SAM one cycle later (at time \( t + c_b \)). Instructions follow one another, causing full utilization of the BB-SAMS in the ideal case of an infinite sequence of independent instructions.

Higher-dimensional arrays are clearly more desirable because of their smaller graph-theoretic diameters. In the case of a two-dimensional mesh, the result of an instruction input at time \( t \) to the leftmost BB-SAM in the top row will emerge from the rightmost BB-SAM in the bottom row at time \( t + (2\times b - 1)c_p \), where \( c_p \) is the cycle time of a BB-SAM for interconnection. However, the next instruction can be input to the topmost BB-SAM one cycle later (at time \( t + c_p \)). The cycle time \( c_p \) for a mesh BB-SAM is likely to be larger than the cycle time \( c \) for a linear-array BB-SAM due to the slightly greater complexity. For a binary-tree organization of BB-SAMS, the result of an instruction input at time \( t \) to the root cell will emerge from the root BB-SAM at time \( t + (2^a - 1)c_p \), where \( c_p \) is the cycle time of a BB-SAM for tree interconnection. Again, the next instruction can be input to the topmost BB-SAM one cycle later (at time \( t + c_p \)). The cycle time \( c_p \) for a tree BB-SAM is larger than the cycle times \( c \) and \( c_b \) for linear-array and mesh BB-SAMS, both because the former is more complex internally and because it is connected to its neighbors by longer wires. Details of these organizations are omitted here for brevity.

As mentioned earlier, the number \( m \) of cells that can fit on a chip will depend on the internal organization of the BB-SAMS. The slower word-serial organization accommodates more words per chip, thus reducing the number \( b \) of chips, and thus the cost, at the expense of a larger pipelining period \( c_b \) (lower throughput). A fast fully parallel organization will maximize the throughput but will also increase the cost and possibly the response latency (which may become quite unacceptable in the case of a linear array). A wide range of tradeoffs are thus available.

To illustrate these tradeoffs in more concrete terms, let us examine in some detail the design of a BB-SAM for the linear array interconnection scheme. We consider 3 implementation alternatives of fully parallel, bit-serial, and word-serial, with the number of cells that would fit on a chip being \( m, m', \) and \( m'' \), respectively. In general, the parameters for the fully parallel, bit-serial, and word-serial organizations will be denoted by simple, primed, and double-primed variables. We are interested in two performance indicators: the response latency \( L = bc \) and the pipelining period \( P = c \). The hardware cost will be roughly proportional to \( b \), the number of chips. We have \( b = N/m, b' = N/m', \) and \( b'' = N/m'' \). Thus, to compare the performance of the three organizations being considered, estimates for the relative magnitudes of \( c, c', \) and \( c'' \) with \( m, m', \) and \( m'' \) are needed.

To obtain the required estimates for \( c, c', \) and \( c'' \), let us look at the operation of each scheme. In the fully parallel organization, \( m \) comparators are built into each chip. Because of the relatively long words of typical AMs (say 256 bits or more), pipelining time for the match signals in a comparison cycle, and thus \( c \), may well exceed 1 microsecond \((256 * 2 \text{ logic levels} * 2 \text{ nsec, say})\). In the bit-serial organization, data is stored in a conventional memory module with bit-slice access. The time needed for MATCH, READ, and WRITE instructions is proportional to the average length \( k \) of the search or data field. Thus, we have \( c = k_c/m \) where \( c_m \) is the on-chip memory cycle time (typically less than 100 nsec). Processing time can be overlapped with memory access and thus need not be considered separately. Clearly, \( c < c_b \), with the ratio \( r_b = c/c_b \) potentially exceeding 10. In the word-serial organization, records are shifted sequentially into the processing section. If the processing function is pipelined, the data rate is dictated by the much smaller shift cycle \( c \), rather than the full comparison cycle \( c_b \). Thus, \( c'' = m''c \). With proper design, \( c_b \) should be much smaller than \( c_m \) (as low as 10 nsec or less) and like \( c/c_m \), the ratio \( r'' = c_m/c'' \) can easily approach or exceed 10.

The relative magnitudes of \( m, m', \) and \( m'' \) cannot be as easily deduced without the benefit of actual hardware realizations. Assume \( m/m' = r_m \) and \( m'/m'' = r''_m \). Combining the above relationships and estimates, we can write \( P = c, L = Ncm, \) and:

\[
P' = c' = k_c = c'k_c = (ck_c/c') = Pk_{/'}c' \]
\[
P'' = c'' = m''c_b = cm''(c_m/c')(c_b/c_m)c_b = Pm''(r''_{/'}c'') \]
\[
L' = N_c'(m'/m' = N_k_{c/m}l/m' = Lk(c_m/c')(m/m') = Lk(r''_c r''_{/'}c') \]
\[
L'' = N_c''(km'' = N_c'' = Lm''(c_m/c')(c_b/c_m) = Lm''(r''_c r''_{/'}c') \]

Because \( k \) and \( m \) are almost certainly less than \( r_m, r''_m = 100 \) and \( r''_{/'}c' = 100 \), respectively, the bit-serial and word-serial organizations perform better with respect to the latency parameter \( L \). On the other hand, since \( k \) is likely to be greater than \( r''_c = 10 \) and \( m'' \) greater than \( r''_{/'}c' = 100 \), the fully parallel organization has the edge in terms of pipelining period \( P \) or throughput. To see how sensitive the above analyses are to the rough estimates \( r_m = r''_m = r''_{/'}c' = 10 \), we proceed as follows. Taking our previous discussions and estimates into account, it is not unreasonable to assume for the sake of simplicity (reducing the number of parameters to be dealt with) that:

\[
r'_c = r''_c = r''_{/'}c' = r_{/'}m = r \]

Figure 4 shows the variation of the ratios \( P'/P \) and \( P''/P \) for a wide range of values for the parameter \( r \) and for a few representative values of the parameters \( k \) and \( m'' \). Similarly, Figure 5 depicts the variations of the ratios \( L'/L \) and \( L''/L \) for several reasonable values for the parameters \( k \) and \( m \). Figures 4 and 5 confirm our previous conclusions in a broader context.

![Figure 4: Ratio of Pipelining Periods for the Three AM Organizations.](image-url)
6. Conclusion

We have suggested design paradigms for special-purpose search processors that provide a wide range of speed/cost tradeoffs to designers. A key feature of our serial/parallel approach is the replacement of many processors in previously proposed systems by a much denser high-speed shift register connected to a single processor. This results in considerable reduction in size and cost and at the same time provides the flexibility of dealing with variable-length and very long keys at acceptable speeds. Such machines can be constructed with today's VLSI technology for databases containing a million or so records (a few thousands of processors). Our analysis demonstrates that hardware-intensive designs do not necessarily offer significant performance gain over architectures that match the requirements of the application but utilize fewer processors.

We have also proposed systolic architectures for associative memories, resulting in systems whose performance parameters are realistically independent of size for long sequences of operations with proper optimization of instruction sequencing. The proposed architectures should lead to practical VLSI realizations of large associative memories which would be impossible to implement under the "operand-broadcasting" and "reduction-by-wired-logic" paradigms.

The proposed serial/parallel approach is applicable to many other searching problems, provided that the required matching can be performed in a character-serial fashion by a systolic string comparator. Systolic comparators can be designed for other types of searches as required. Such systolic comparators are useful components for designing high-speed special-purpose systems and may find applications other than the one suggested here in connection with DMS. Eventually, if the proposed architecture is judged to be practical, shift-register and systolic comparator libraries may be developed, with individual members of such libraries automatically selected and combined by appropriate VLSI design tools into a final hardware layout. Further research is clearly needed to refine our approximate analyses and to translate the concepts presented into actual hardware and software design guidelines.
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