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Abstract

e presenta techniquefor summarizinga videointo a shortsggmentwhile preservingheimportanteventsin the
original. Whilemanytedniqguesremose wholeframesfromthevideostreamwhencondensingt, we observehat
thesedeletedframesneednot comefroma singletime step.More geneally, deletedframesare “sheets” through
the space-timevolume This leadsto an algorithmwhelebysheetsare incrementallycarvedfrom the videocube
to shortenthe lengthof a video. Theproblemof nding thesesheetds formulatedas a min-cutproblem,whose
solutioncanbemappedo a sheet\We showresultshy creatingshort,viewablesummarie®flongvideosequences.

CategoriesandSubjectDescriptorgaccordingo ACM CCS} 1.4.0 [ImageProcessingndComputerVision]: Gen-

eral

1. Intr oduction

We live in an ageof digital media,whereeveryonewith a
cell phoneeffectively hasa video camerain their pocket.

Oneof the problemswith having corvenientaccesdo these
acquisitiondevicesis thatwe now generatéoo muchdigital

media,which complicateghe task of sortingthroughit all

to nd theimportantcontent.Many of usfacethis problem
already;we have hard drives full of photographsand raw

videosthatwe promiseoursehesthatwewill somedaylean
up andorganize.This is a particularly signi cant problem
with video, sinceraw, unedittedfootageconsistsof lots of

time wherenothingimportanthappensvith only afew short
momentf interestin between.

The problem of extracting the key information from a
videois alsoparticularlyimportantproblemin securityand
suneillanceapplications A 24-hourvideo from a security
cameran a parkinglot only containsa handfulof valuable
secondsvhenathief breaksa carwindow to stealtheradio.
If the time of the crime is unkown, a securityguarddesir
ing to catcha glimpseof the thief in actionwould have to
watch the entire video (which is impossiblesinceit is 24
hourslong) or watchit in extremefast-forward (in which
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casetheactualportionof thevideowhenthecrimeoccurred
might be skipped).

As we shalldiscussn Section2, severaltechniqueshave
beenproposedto condensdong video into a shorterand
more useful synopsis.Most commonare “downsampling”
or “fast-forwarding” schemesvherethevideois cut-dovn in
sizeby extractingonly every nth frame.However, thissimple
approaclsometimedails to capturearapidly moving object
sincethetemporalsamplesnight missthe actualobject(an
exampleof temporalaliasing).

In this work we presenta novel schemeto take a long
video streamwith m framesand condenset into a short
viewableclip with n frames(wheren << m) thatpreseres
the most important information. While most approaches
prunedown thevideosizeby eliminatingwholeframesfrom
the video stream we obsenre that eachdeletedframe does
nothave to consistof pixelsfrom asingletime step.Instead,
we think of the framesto be deletedas“sheets"within the
space-timevolume where eachpixel on the sheethasone
andonly onetime step,but differentpixels canhave differ-
enttime steps(Figure 1). We canthereforethink of a single
frame of video as a sheetwhereall of the pixels have the
sametime coordinate.

Ouralgorithmrepeatedlanesoutsheetof smallesim-
portanceuntil the desiredvideo sizeis reachedTo do this,
we draw on the work by Avidan and Shamiron seamcarv-
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ing [ASO7). Analogousto our 2-D sheetsthey identify 1-D
low-enegy “seams”that are caned out from the imageto
reduceits horizontalor vertical resolution.As in our work,
their seamsarenot straightbut ratherfollow the contoursof
low-gradientregionsin theimage.Oneof theimportantdif-
ferencesbetweenour approachess that they usedynamic
programmingo nd theoptimalseamsavhile we usea min-
cutsalgorithm nd theoptimalcutwithin the3D grid of pix-
els.After doingthe processepeatedlytheresultis ashorter
videothatpreseresimportantinformation.

Figure 1: A“sheet"in the space-timezolume Ead pixel of
thespace-timerolume whenprojectedforward or badkward
in time projectsto a uniquepositionon thesheet.

2. RelatedWork

Severaltechnique$ave beenproposedo createvideosum-

maries. As we mentionedearlier the simplesttechnique
is to simply play the video faster This is accomplished
by skippingframesandaveragingthe remainingones.Un-

fortunately fast actvities may be the lost in the process.
To avoid this problem, techniqueshave been developed
that identify actiities and adaptvely adjustthe framerate
[JPHO3DPR 03,BM07].

Recently in contrastto the frame-basedapproaches
abore, object-based approacheshave been proposed
[PRAGP07 RAPPO§. Thesetechniquesepresenactivities
as3D objectsin thespacdime domain(e.g.videocube)and
seekatighterpackingof theseobjectsin thetime axis.lden-
tifying these3D objectsrelies on accuratesggmentationof
eachframe,after which a packingproblemmustbe solved.
Our techniqueeffectively performsthe inverse:insteadof
segmentingobjectsin the video cubeandpackingthem,we
incrementallyremove emptyregionsbetweerobjects.

This ideaof incrementallyremoving regionsis inspired
by Avidan and Shamirs work on seamcarving for image
resizing[AS07]. To resizeanimage,they incrementallyre-
move seamswhich are 8-connectegpathsthroughthe im-
age. Their algorithm computesthe seamthat blendsmost
with its surroundingusingdynamicprogrammingsothatre-
moving it leaveslittle visualartifactsin theresultingimage.
Our approachextendsseamcarvingto sheetcarvingin the
3D videocube.Ourformulationleadsto a simpletechnique
for incrementallyremoving sheetdo summarizevideo.

source sink

P time

Figure 2: Themin-cutformulation.Thisexamplerepresents
a 2-pixelvideowith 3 frames.

Complementaryo summarizingrideois thetaskof video
retagetting for different output resolutions.Recentwork
[WGCO07 form sparselinear systemswith constraints,
mappingpixel locationsto new onesin the resizedvideo.
While thisformulationcouldalsobeusedto shorteravideo,
our maincontritution is the generalizatiorof a videoframe
to a sheetin the video-cubeWe presenbneway to remove
suchsheetaisinga min-cutformulation.

3. Video Carving

A long video canbe summarizedhroughvideo carving by
incrementallyremaoving 2D sheetdrom thevideocubeto re-
duceits total time. This is analogougo removing 1D seams
from a 2D imageto changeits width or height.We obsere
that mary seamcarvingideasextend naturally to 3D. In-
steadof a2D image theinputis a 3D videocubeandthe 1D
seambecome® 2D sheetSincewewishto reducehevideo
length (as opposedto its width or height), the sheetmust
fully cutacrosshe xy-planeof the video cubeasshaowvn in
Figurel.

To computethis sheetwe usea min-cutformulation.By
creatingan appropriategraphof video pixelsandaugment-
ing it with sourceandsink nodeswe can nd themin-cutof
this graphandthereforecomputethe correspondingheeto
remove from thevideocube.

First, we de ne a nodefor eachpixel of the video cube.
Nodeshave edgedo their top, bottom,left, andright neigh-
bors.They alsohave edgeso nodesin the samepixel loca-
tion in the next and previous frames.In addition,a source
andsink nodeareconnectedo all thenodesin the rst and
lastframe,respectiely. Figure2 shaws this constructiorfor
a 2D space-timerolume.

Next, edge weights are computedusing a measureof
spatio-temporadifference. This way, a min-cut will tra-
versethroughregionsof low differencge.g.highsimilarity).
Whenthelow-differencesheethasbeenfoundandremoved,
theresultingvideowill have few visualartifactssincethere-
moved pixelswill besimilarto their surroundingdothspa-
tially andtemporally In our work we usethe gradientasa

measuref spatio-temporatiifference:
s
V2, vZov?
V)= — +— +_— 1
UL "Rl v (1)

Finally, we nd a min-cut on this graphand computea
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correspondingsheetthat hasthe propertythat it hasonly
one temporalvalue at every projectedpixel location. This

is asimilar restrictionto thatof seamssinceverticalseams,

for example,canonly hase one seampixel per horizontal
row [ASO7]. To do this, we rst nd the setof nodes,S
thathave edgeghatcrossthe min-cut. We thenusea “front-

surface” strat@y to determinewhich nodesto remove: for
eachpixel location,we projectit alongthe time-axisof the
video cube,from the rst frameto the lastframe.The rst

noden 2 Swe encountewill be the pixel we remove from
thevideocube.Figure3 illustratesthis processThis proce-
dureassumeshatevery pixel locationcanbe projectedonto
the min-cut surface.lt is simpleto show thatfor arny graph
with the above topology a min-cutsurfaceis alwaysvisible
to apixel locationalongthetime-axis.
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Figure 3: Extractingthesheefromtheminimumcut. Onthe
left, the nodesadjacentto the cut (shownwith squaes)are
consideed for remaval. On theright, the dashednodesare
remwedandtheremainingnodesare padkedalongthetime
axis. Thevideois nowoneframeshorter

Onceasheets removedfrom thevideocube theremain-
ing pixelsarepacledto cover theemptyspaceBecausev-
ery pixel locationhadoneandonly oneframeremoved,the
total videocubeis shortenedy oneframe.

4. Implementation

To computethe min-cut algorithm on our graph, we use
Boykov andKolmogoro/'smax ow code[BK04]. However,

thememoryrequirementsf storingthe entiredatastructure
canbesigni cant. We storethevideostreamasa 3D doubly-

linked grid of of pixelswith each“pixel” storingthe color

andgradientinformationaswell aspointersto its neighbors,
resultingin astructure40bytesin sizeperpixel. Since32-bit

Windows givesapplicationonly 2GB of totalmemory—the

remaining2GB is resened for the operatingsystem-— this

limits the maximumnumberof pixelsin our graphto about
50 million. Fora720 480videoat 30 framesper second,
this only yields aboutabout150 frames(5 seconds)which

is unacceptable.

In orderto proceswideosof larger sizes,we take thein-
put video and breakit up into smallervideo subsetseach
whichcan t entirelywithin memory We thenextracta sin-
gle framefrom eachsubsetwith the min-cutalgorithmbe-
fore proceedingto the next one. Therefore,after the rst
passthroughthe entirevideois nished, we have removed
asmary framesas therewere video subsetsWe continue
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makingpasseshroughthe video removing framesuntil the
videoreacheshedesiredsize.

5. Results

In this section,we presentthe resultsof our techniqueap-
plied to video test data. For comparisonywe compareour
approacho thecommontechniqueof reducingvideolength
by downsampling which keepsonly every nth frameto re-
ducethevideoby afactorof n.

As canbe seenfrom the accompaying video and from
Figures4 and 6, video carving preseres importantinfor-
mationthatis notin the fast-fornardedversion.For exam-
ple, the streetvideo shovs anemptystreetmostof thetime,
which is re ected in the downsampledvideo. However, the
video-cared versionshavs the streetmore busy, with cars
passingmore frequently Figure 5 shavs how two objects
thataretemporallyseparate¢anbe automaticallycompos-
itedtogetheiby ourtechniquef thecondensedideois short
enough.Finally, Figure 7 shavs a visualizationof a single
video sheetby shawving the removed pixelsin threeframes
thatareincludedin the sheet.

However, our video carving techniquehasartifactsthat
shav upas“motion tails” following rapidly-maoving objects.
Theseare causedby video sheetgthat traversethe path of
the object,placingit with a previousimageof itself on the
sameframe. Theseartifactsare the direct causeof having
to usea smallsubsebf thevideoduringprocessindecause
of memorylimitations.Sinceeachvideosubsethatwaspro-
cessedvasonly afew secondsongandrequirectheremoval
of avideo sheetour algorithmwas oftenforcedto remove
framesacrossa maving objecteventhoughtherewereother
placesthe min-cut would have beenbetter This problem
would go away if we could load larger blocks of video at
atime for processing.

Figure5: Thelefttwoframesare fromtheoriginal videoand
are located1:15 apart. Our algorithm combineghe motor
cycleandthe car into the single frame(right) whenthe 10
minuteclip wasreducedto a coupleof secondsHowever,
thefactthata car and motocyclewentby is preserved.

Figure 7: Visualizingremwedpixels.Each frameabovehas
pixelsremawed. Althoughpixelsare remaed from multiple
framesthetotal lengthof thevideois reducediy 1 frame
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Figure4: Hallway. This8 minutevideofroma securitycamer in a hallwayshowsa studentwvalking(toprowis fast-forwaded,
the bottomrow is the resultof videocarving). Thestudentvanishedn the fast-forwad version, while the video-carvedesult
preservesis motionthroughthe hallway To reducemotiontails, bothvideoswere averaged usinga 10-framewindow

Figure 6: Street Thisis a portion of an 8 minutevideoof a calmsulurbanstreet(topis fast-forwaded,bottomis theresultof
videocarving).Fast-forwading showdittle activity, while videocarving captuesthe movemenof all thevehicles.

6. Conclusionsand Futur e Work

Basedon our results,video carvingseemdik e a promising
techniqueto shorterlong videos.However, thereareseveral
avenuedor futurework. First, we might reducethe motion
tails in the condensedideo by processindarger blocks of
video at onetime. By usinga hierarcly of multi-resolution
frames,we could reducememoryconsumptiorandprocess
larger blocks as well as accelerateour algorithm.In addi-
tion, it would be of interestto be able to enforcetempo-
ral orderin the nal video.Becauseof the way the video
sheetsanhave pixelsfrom differenttimes,the carvingpro-
cessmightactuallychangehe orderatwhich eventshappen
in the video. If we identify theseevents,it may be possi-
ble to assigna penaltyfor reorderingthem.Finally, because
we do notuseary objectinformationduringprocessingthe
carvingof video sheetscan causediscontinuitiesto appear
asobjectsmove. This is analogougo the artifactsof seam
carvingwhen a vertical seamis removed from a diagonal
line which resultsin aline thatno longerlines up on either
sideof theseam.

By carving out low-gradientvideo sheetsfrom a long
video, we are ableto producea much shorterversionthat
preseresimportantinformation,even going asfar ascom-
positing objectstogetherthat happendifferenttimesin the
sameframe. The techniquepresenteatould certainlybene-
t applicationswvherea long video mustbe viewedto try to
catchshort,but importantevents.
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