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Abstract

The most successful approaches for filtering Monte Carlo noise use feature-based filters (e.g., cross-bilateral and cross non-local means filters) that exploit additional scene features such as world positions and shading normals. However, their main challenge is finding the optimal weights for each feature in the filter to reduce noise but preserve scene detail. In this paper, we observe there is a complex relationship between the noisy scene data and the ideal filter parameters, and propose to learn this relationship using a nonlinear regression model. To do this, we use a multilayer perceptron neural network and combine it with a matching filter during both training and testing. To use our framework, we first train it in an offline process on a set of noisy images of scenes with a variety of distributed effects. Then at run-time, the trained network can be used to drive the filter parameters for new scenes to produce filtered images that approximate the ground truth. We demonstrate that our trained network can generate filtered images in only a few seconds that are superior to previous approaches on a wide range of distributed effects such as depth of field, motion blur, area lighting, glossy reflections, and global illumination.
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1 Introduction

Producing photorealistic images from a scene model requires computing a complex multidimensional integral of the scene function at every pixel of the image. For example, generating effects like depth of field and motion blur requires integrating over domains such as lens position and time. Monte Carlo (MC) rendering systems approximate this integral by tracing light rays (samples) in the multidimensional space to evaluate the scene function. Although an approximation to this integral can be quickly evaluated with just a few samples, the inaccuracy of this estimate relative to the true value appears as unacceptable noise in the resulting image. Since the variance of the MC estimator decreases linearly with the number of samples, many samples are required to get a reliable estimate of the integral. The high cost of computing additional rays results in lengthy render times that negatively affect the applicability of MC renders in modern film production.

One way to mitigate this problem is to quickly render a noisy image with a few samples and then filter it as a post-process to generate an acceptable, noise-free result. This approach has been the subject of extensive research in recent years [Dammertz et al. 2010; Bauszat et al. 2011; Rousselle et al. 2012; Sen and Darabi 2012; Li et al. 2012; Rousselle et al. 2013; Moon et al. 2014]. The more successful methods typically use feature-based filters (e.g., cross-bilateral or cross non-local means filters) to leverage additional scene features such as world positions that help guide the filtering process. Since these features are highly correlated with scene detail, using them in the filtering process greatly improves the quality of the results.

Some approaches have used this information to handle specific distributed effects such as global illumination [Dammertz et al. 2010; Bauszat et al. 2011] and depth of field [Chen et al. 2011]. However, the major challenge is how to exploit this additional information to denoise general distributed effects, which requires setting the filter weights for all features (called filter parameters hereafter) so that noise is removed while scene detail is preserved. To do this, Sen and Darabi [2011; 2012] proposed to use the functional dependencies between scene features and random parameters calculated us-
work makes the following contributions: without adaptive sampling, so our method is a simple post-art approaches [Li et al. 2012; Rousselle et al. 2013], we achieve global illumination. Furthermore, unlike many of the state-of-the- depth of field, motion blur, area lighting, glossy reflections, and existing methods for a wide range of distributed effects including filter new noisy renderings with general distributed effects. Our resemblance the ground truth according to a specific error metric. is trained on these features to drive the filter to produce images that input noisy data and the optimal filter parameters. More- these methods produce images with over/under blurred regions, as shown in Fig. 2. In this paper, we observe that there is a complex relationship be- tween the input noisy data and the optimal filter parameters. More- but each individual factor by itself cannot accurately predict them. Based on these observations, we propose a supervised learning al- gorithm that learns the complex relationship between these factors and the optimal filter parameters to avoid the problems of previous approaches. To do this, we train a nonlinear regression model on a set of noisy MC rendered images and their corresponding ground truth images, using a multilayer perceptron (MLP) tightly coupled with a matching filter during both training and testing. During the training stage, we render both the noisy images at low sampling rates as well as their corresponding ground truth images for a set of scenes with a variety of distributed effects. The noisy images are then processed to extract a set of useful features in square regions around every pixel. Finally, the proposed network is trained on these features to drive the filter to produce images that resemble the ground truth according to a specific error metric. Once the network has been trained, we use it in the test stage to filter new noisy renderings with general distributed effects. Our method takes only a few seconds, yet produces better results than existing methods for a wide range of distributed effects including depth of field, motion blur, area lighting, glossy reflections, and global illumination. Furthermore, unlike many of the state-of-the- art approaches [Li et al. 2012; Rousselle et al. 2013], we achieve this without adaptive sampling, so our method is a simple post- process step that effectively removes MC noise. In summary, our work makes the following contributions:

- We present a machine learning approach to reduce general MC noise. Although machine learning has been used in graph- ics before, our approach is the first to perform supervised learning for MC noise reduction.
- Specifically, we show how a neural network can be effectively trained in combination with a filter to generate results that are close to the ground truth images.

2 Related work

Since the introduction of distributed ray tracing by Cook et al. [1984], researchers have proposed a variety of algorithms to ad- dress the noise in Monte Carlo (MC) rendering. Some of these include variance reduction techniques [Veach and Guibas 1995; Lawrence et al. 2004], low-discrepancy sampling patterns [Mitchell 1987; Shirley 1991], new Monte Carlo formulations with faster convergence [Veach and Guibas 1997; Jensen 2001], and methods that position or reuse samples based on the shape of the multi- dimensional integrand [Hachisuka et al. 2008; Lehtinen et al. 2011]. In this discussion, we shall only focus on primarily filtering ap- proaches like our own, since many of these previous methods can be considered orthogonal to filtering methods. We refer readers seeking more background on MC rendering to texts on the subject [Dutré et al. 2006; Pharr and Humphreys 2010].

Filtering approaches render a noisy image with a few samples and then denoise it through a filtering process. Some methods adap- tively sample as well, further improving the results. We divide the previous work on MC filtering into two general categories: (1) methods that only use sample color during filtering, and (2) methods, like our own, that use additional scene information.

Color-based filters – These methods are often inspired by tradi- tional image denoising techniques and only use pixel color infor- mation from the rendering system to remove MC noise. Early work by Lee and Redner [1990] used nonlinear filters (median and alpha- trimmed mean filters) to remove spikes while preserving edges. Rushmeier and Ward [1994] proposed to spread the energy of input samples through variable width filter kernels. To reduce the noise in path-traced images, Jensen and Christensen [1995] separated il- lumination into its direct and indirect components, filtered the indi- rect portion, and then added the components back together. Bala et al. [2003] exploited an edge image to facilitate the filtering process, while Xu and Pattanaik [2005] used a bilateral filter [Tomasi and Manduchi 1998] to remove MC noise. Egan et al. used frequency analysis to shear a filter for specific distributed effects such as motion blur [2009] and occlusion/shadowing [2011a; 2011b], while Mehta et al. [2012; 2013; 2014] used related analysis to derive sim- ple formulas that set the variance of a screen-space Gaussian filter
to target noise from specific effects. Most of these last approaches use the analysis to adaptively position samples as well. For denoising general distributed effects, Overbeck et al. [2009] adapted wavelet shrinkage to MC noise reduction, while Rousselle et al. [2011] selected an appropriate scale for a Gaussian filter at every pixel to minimize the reconstruction error. Rousselle et al. [2012] improved this using a non-local means filter [Buades et al. 2005]. Using the median absolute deviation to estimate the noise at every pixel, Kalantari and Sen [2013] were able to apply arbitrary image denoising techniques to MC rendering. Finally, Delbracio et al. [2014] proposed a method based on non-local means filtering which computes the distance between two patches using their color histograms. Although these color-based methods are general and work on a variety of distributed effects, they usually need many samples to produce reasonable results. At low sampling rates, they generate unsatisfactory results on challenging scenes.

Filters that use additional information – The approaches in this category leverage additional scene features (e.g., world positions, shading normals, texture values, etc.) which are computed by the MC renderer. Thus, they tend to generate higher-quality results compared to the color-based approaches mentioned above.

For example, McCool [1999] removed MC noise by using depths and normals to create a coherence map for an anisotropic diffusion filter. To efficiently render scenes with global illumination, Segovia et al. [2006] and Laine et al. [2007] used a geometry buffer. Meanwhile, to reduce global illumination noise, Damertz et al. [2010] incorporated wavelet information into the bilateral filter and Bauszat et al. [2011] used guided image filtering. Shirley et al. [2011] used a depth buffer to handle depth of field and motion blur effects, while Chen et al. [2011] combined a depth map with sample variance to filter the noise from depth of field. Note that all of these specific methods focus on a fixed set of distributed effects and are not general.

To handle general MC noise using additional scene features, Sen and Darabi [2011; 2012] observed the need to vary the filter’s features across the image. Specifically, they proposed to compute these weights using mutual information to approximate the functional dependencies between scene features and the random parameters. Li et al. [2012] used Stein’s unbiased risk estimator (SURE) [Stein 1981] to estimate the appropriate spatial filter parameter in a cross-bilateral filter, while hard coding the weights of the remaining cross terms. Rousselle et al. [2013] significantly improved upon this by using the SURE metric to select between three candidate cross non-local means filters that each weight color and features differently. Finally, Moon et al. [2014] compute a weighted local regression on a reduced feature space and evaluate the error for a discrete set of filter parameters to select the best one.

The main problem with such approaches, which constitute the state of the art, is that they weight each filter term through either heuristic rules and/or an error metric which is quite noisy at low sampling rates. Thus, they are not able to robustly estimate the appropriate filter weights in challenging cases, as shown in Fig. 2. In contrast, our method learns the complex relationship between the noisy input images and the ideal filter parameters in order to better leverage these additional scene features. Because we use a neural network to learn this relationship, we conclude this section with a brief summary of previous work using neural networks in computer graphics and image denoising.

Neural networks in graphics/denoising – Grzeszczuk et al. [1998] used neural networks to create physically realistic animation. Nowrouzezahrai et al. [2009] used them to predict per vertex visibility. Dachsbacher [2011] classified different visibility configurations using neural networks. Ren et al. [2013] used a neural network to model the radiance regression function to render indirect illumination of a fixed scene in real time. On the other hand, neural networks have also been used in image denoising where they have been directly trained on a set of noisy and clean patches [Burger et al. 2012]. Finally, it is worth noting that Jakob et al.’s method [2011], while not utilizing neural networks, performs learning through expectation maximization to find the appropriate parameters of a Gaussian mixture model to denoise photon maps, a different but related problem. To the best of our knowledge, our method is the first to use neural networks (or even machine learning, for that matter) for MC noise reduction.

3 A new learning framework for MC filtering

The goal of our approach is to take a noisy input image rendered with only a few samples and generate a noise-free image that is similar to the ground truth rendered with many samples. As is common with filtering approaches, the filtered image \( \hat{c}_i \) at pixel \( i \) is computed as a weighted average of all of the pixels in a square neighborhood \( \mathcal{N}(i) \) (e.g., \( 55 \times 55 \)) centered around pixel \( i \):

\[
\hat{c}_i = \frac{\sum_{j \in \mathcal{N}(i)} d_{i,j} c_j}{\sum_{j \in \mathcal{N}(i)} d_{i,j}},
\]

where \( d_{i,j} \) is the weight between pixel \( i \) and its neighbor \( j \) as defined by the filter, and \( c_j \) is the noisy pixel color computed by averaging all the sample colors in pixel \( j \). For example, for a standard Gaussian filter, \( d_{i,j} \) would be the Gaussian-weighted distance between pixels \( i \) and \( j \) in the spatial domain. Previous work [Sen and Darabi 2012; Li et al. 2012] has used more sophisticated filters such as the cross-bilateral filter [Tomasi and Manduchi 1998], because they can leverage additional scene features (e.g., world positions, shading normals, texture values, etc.) to improve the quality of filtering. In that case, \( d_{i,j} \) is given by:

\[
d_{i,j} = \exp\left[ -\frac{||\bar{p}_i - \bar{p}_j||^2}{2\alpha_i^2} \right] \times \exp\left[ -\frac{D(\hat{c}_i, \hat{c}_j)}{2\beta_i^2} \right] \times \prod_{k=1}^{K} \exp\left[ -\frac{D_k(\bar{f}_{i,k}, \bar{f}_{j,k})}{2\gamma_{i,k}^2} \right],
\]

where \( \bar{p}_i \) and \( \bar{f}_{i,k} \) refer to pixel \( i \)’s screen space position and scene feature \( k \), respectively, and \( \alpha_i^2, \beta_i^2, \) and \( \gamma_{i,k}^2 \) are the variances at pixel \( i \) for the spatial, color, and \( k \)th feature terms. In this case, \( D \) and \( D_k \) are specific distance functions for colors and scene features (see Sec. 3.2). Note that here we use the cross-bilateral filter to explain our algorithm, but our framework can be extended to use other differentiable filters in a similar way (see Appendix).

Since the filter parameters \( \alpha_i, \beta_i, \) and \( \gamma_{i,k} \) control the widths for this filter, the challenge is how to find the values for each to produce the highest-quality results possible. In fact, a key difference between approaches such as random parameter filtering [Sen and Darabi 2012], SURE-based filtering [Li et al. 2012], and robust denoising [Rousselle et al. 2013] is how they set the filter parameters. To understand the difference between our approach and these methods, we begin by writing the filtering process more generally as:

\[
\hat{c}_i = h(\bar{s}_{\mathcal{N}(i)}, \theta), \quad \text{where} \quad \bar{s}_{\mathcal{N}(i)} = \bigcup_{j \in \mathcal{N}(i)} \bar{s}_j.
\]

Here, \( \bar{s}_{\mathcal{N}(i)} \) is the collection of mean primary features in the neighborhood of the \( i \)th pixel, \( h \) is the filter function which implements

\(^1\)In this paper, the term “primary features” refers to scene features that are computed directly by the rendering system when shading samples. This includes sample positions, colors, and scene features such as world positions, shading normals, and texture values. The word “mean” refers to the fact that the features of every sample in a pixel are averaged together.
We observe that function \( G \) performs the following energy minimization on training data:

\[
\theta \text{ minimizes } E(h(*) , G(x_i) , c_i) \tag{3}
\]

where \( E \) is an error metric (e.g., mean squared error). To find the approximate filter parameters, \( \hat{\theta} \), that estimate the optimum ones, \( \theta^* \), the noisy mean primary features in a pixel’s neighborhood can be processed to generate a set of more meaningful data, which we call secondary features \( x_i = \{x_1, x_2, \cdots , x_N\} \). These secondary features include feature variances, noise approximation in local regions, and so on. We then can approximate the filter parameters through a function \( G \) of the secondary features:

\[
\hat{\theta}_i = G(x_i) \tag{4}
\]

We observe that function \( G \), which attempts to approximate the relationship between the secondary features and the optimal filter parameters, is complicated and difficult to model explicitly. For this reason, we propose to find this function with a learning system that performs the following energy minimization on training data:

\[
G^* = \arg\min_r E(h(*) , G(x_i) , c_i) \tag{5}
\]

Once we minimize this energy function to find approximate \( \hat{G} \), given a new test scene we can compute the filter parameters \( \hat{\theta}_i = \hat{G}(x_i) \) that will be used in the filter to generate a filtered image that is close to the ground truth.

This framework allows us to observe that many of the previous MC filtering approaches can be classified into two categories: 1) methods that perform the minimization in Eq. 4 using an error estimation metric, and 2) algorithms that attempt to model \( G \) directly. Error minimization approaches [Li et al. 2012; Rousselle et al. 2013; Moon et al. 2014] rely on an error estimate (e.g., SURE) to select filter parameters, but this estimate is often noisy at low sampling rates which negatively affects the accuracy of the filter selection. Furthermore, they still have to do a search through the parameter space at run-time to minimize Eq. 4, which is often done by looping through a discrete set of parameters.

On the other hand, approaches in the second category (e.g., Sen and Darabi [2012]) avoid error estimation by trying to model \( G \) directly, but the underlying relationship is complex and difficult to express explicitly. We avoid all of these problems by approximating \( G \) with a learning system that directly minimizes the error in Eq. 6. Specifically, we represent \( G \) using a neural network (see Fig. 3) and directly combine it with a matching filter during training and testing (see Fig. 4). Note that since the ground truth images are available during training, we can directly compute the error between the filtered and ground truth image without need for error estimation. At test time, we then use the trained \( \hat{G} \) on the secondary features from new scenes to compute filter parameters that will allow the filter to produce results close to the ground truth.

We now describe how to train a neural network in combination with the filter by minimizing the energy function from Eq. 6.

### 3.1 Our proposed neural network

As with any machine learning system, there are three crucial elements we must decide: (1) the choice of model for representing \( G \), (2) an appropriate error metric \( E \) to measure the distance between the filtered and ground truth images, and (3) an optimization strategy to minimize the energy function in Eq. 6.

For our representation, we use a neural network, formally a multilayer perceptron (MLP), as a regression model since it is a simple, yet powerful system for discovering complex nonlinear relationships between its inputs and outputs. Moreover, MLPs are inherently parallel and can be efficiently implemented on a GPU. However, our proposed approach differs from standard MLPs in that we have incorporated the filter into the training process, which requires us to “backpropagate” through it to update the weights of the network during training. This implies that the filter must be differentiable with respect to its filter parameters. Fortunately, common filters such as the Gaussian, cross-bilateral, and cross non-local mean filters are all differentiable and can be applied in our system.

As shown in Fig. 3, MLPs consist of multiple layers known as the input, hidden, and output layers. Each layer has several nodes which are fully connected to all nodes in the next layer through weights. The output of a certain node is a function of the weighted sum of the outputs of the nodes from the previous layer plus an additional bias term used as an offset. Specifically, the output of the \( n \)-th node at the \( l \)-th layer is given by:

\[
a^l_i = f^l\left( \sum_{t=1}^{n_{l-1}} w^l_{i,t} a^{l-1}_{t} + w^l_{i,0} \right) \tag{7}
\]
where \( n_{l-1} \) is the number of nodes in layer \( l - 1 \), \( w_{l,s}^t \) is the weight associated with the connection between node \( t \) in layer \( l - 1 \) and node \( s \) in layer \( l \), \( w_{0,s}^t \) is the bias for this node, and \( f^l(x) = x \) is the activation function for layer \( l \). If we use linear activation functions (e.g., \( f^l(x) = x \)) in all layers, the neural network becomes a simple linear regression model. Therefore, we typically use nonlinear activation functions, such as the sigmoid function \( f^l(x) = 1/(1 + e^{-x}) \).

See Sec. 4.1 for a complete description of the actual MLP architecture we used in this paper.

Next, we describe our metric to measure the error between the filtered and ground truth pixel values. Rather than using standard MSE, we use the relative mean squared error (ReMSE) metric proposed by Rousselle et al. [2011] which is better suited for our application, since the human visual system is more sensitive to color variations in darker regions of the image. However, we modify relative MSE slightly to get:

\[
E_i = \frac{n}{2} \sum_{q \in (r,g,b)} \frac{(\hat{c}_{i,q} - c_{i,q})^2}{\hat{c}_{i,q}^2 + \varepsilon},
\]

where \( n \) is the number of samples per pixel, \( \hat{c}_{i,q} \) and \( c_{i,q} \) are the \( q \)th color channel of the filtered and ground truth pixels, respectively, and \( \varepsilon \) is a small number (0.01 in our implementation) to avoid division by zero. Here, the division by \( \hat{c}_{i,q}^2 + \varepsilon \) accounts for the aforementioned perceptual effect by giving higher weight to the regions where the ground truth image is darker.

Our modification to Rousselle et al.’s original relative MSE metric is the multiplication by \( n/2 \). Since the squared error decreases linearly with the number of samples in MC rendering, images with fewer samples have greater error than images with more samples. This would make our learning system biased in favor of training images with lower sampling rates. By multiplying the squared error by \( n \), we cancel this inverse relationship and force all of the images to have an equal contribution to the error regardless of their sampling rate. Furthermore, the error is divided by 2 to produce a simpler derivative (see Eq. 10). Note that our proposed metric is different than the commonly used error metrics in the neural network community, such as mean squared error (MSE) and cross-entropy error.

Finally, we describe our optimization strategy to train the network. To do this, we first need a large set of input data and the corresponding ground truth images, which can be generated prior to training. For each noisy image, we extract a set of secondary features (i.e., ground truth values) for all pixels in the training images, \( E = \sum_{i \in \text{all pixels}} E_i \).

Before starting the backpropagation process, the weights are randomly initialized to small values around zero (between 0.1 to 0.5 in our implementation). Then in the first step, known as the feed-forward pass, the output of the network is computed using all inputs. This can be implemented efficiently using a series of matrix multiplications and activation functions applied to the input data to evaluate Eq. 7. In the second step, the error between the computed and desired outputs is used to determine the effect of each weight on the output error. This requires taking the derivative of the error with respect to each weight \( \partial E/\partial w_{l,s}^t \). Thus, the activation functions (and in our case, the filter as well) need to be differentiable. These two steps are performed for all of the data in the training set and the error gradient of each weight is accumulated. Finally, in the third step, all the weights are updated according to their error gradient. This completes a single iteration of training, known as an epoch, and typically many epochs are needed to properly train the system and obtain a converged set of weights.

We now examine the differentiability of our system as required by backpropagation. Using the chain rule, we express the derivative of the energy function from Eq. 8 with respect to the weights \( w_{l,s}^t \) as:

\[
\frac{\partial E_i}{\partial w_{l,s}^t} = \sum_{m=1}^{M} \left( \sum_{q \in (r,g,b)} \frac{\partial E_{i,q}}{\partial w_{l,s}^t} \frac{\partial c_{i,q}}{\partial w_{l,s}^t} \frac{\partial \theta_{m,s}}{\partial w_{l,s}^t} \right),
\]

where \( M \) is the number of filter parameters. The first term is the derivative of the error with respect to the filtered pixels \( \hat{c}_{i,q} \), which can be easily calculated as follows:

\[
\frac{\partial E_i}{\partial c_{i,q}} = n \left( \frac{\hat{c}_{i,q} - c_{i,q}}{c_{i,q}^2 + \varepsilon} \right).
\]

In addition, the \( \theta_{m,s} \)'s are the outputs of a standard MLP network (see Fig. 3), so the last term in Eq. 9 can be analytically calculated as usual [Rumelhart et al. 1986]. Finally, the middle term requires that our filter be differentiable so we can compute the derivative of the filtered color with respect to the filter parameters \( \partial h_q(b_{N(i)}, \theta_i) / \partial \theta_{m,s} \). Fortunately, as shown in the Appendix, the common filters used for MC denoising such as the cross-bilateral [Li et al. 2012] and cross non-local means [Rousselle et al. 2013] filters are differentiable.

To summarize the training process, we compute the derivative in Eq. 9 for each weight in the network, and update the weights after every epoch. This iterative process continues until convergence.

### 3.2 Primary features

Primary features are those directly output by the rendering system. We use 7 primary features (\( M = 7 \)) in our cross-bilateral filter (Eq. 2), consisting of screen position, color, and five additional features (\( K = 5 \)): (1) world position, (2) shading normal, (3,4) texture values for the first and second intersections, and (5) direct illumination visibility. This last feature was also used by Rousselle et al. [2013] and we found it to be useful in our system.

During rendering, for each sample we output screen position in \( x \) and \( y \), color in RGB format, world position in Cartesian coordinates \( (x, y, z) \), shading normal \( (i, j, k) \), texture values for the first and second intersections in RGB format, and a single binary value for the direct illumination visibility, for a total of 18 floating point values. We then average these values for all samples in a pixel to produce the mean primary features for every pixel in the image. Note that at this point, the average direct illumination visibility represents the fraction of shadow rays that see the light and is not a binary value. Moreover, as was done in Rousselle et al. [2013], we prefilter the additional features using a non-local means filter in an \( 11 \times 11 \) window with patch size \( 7 \times 7 \).

Similar to recent approaches [Li et al. 2012; Rousselle et al. 2013], we normalize the distance of the color and additional features by their variances. We use the following function for the color term:

\[
D(c_i, \bar{c}_j) = \frac{||c_i - \bar{c}_j||^2}{\psi^2_i + \psi^2_j + \zeta},
\]

where \( \psi_i \) and \( \psi_j \) are the standard deviation of color samples at pixel \( i \) and \( j \), respectively, and \( \zeta \) is a small number (\( 10^{-10} \)) to avoid division by zero. For the additional features, we use:

\[
D_h(f_{i,k}, \bar{f}_{j,k}) = \frac{||f_{i,k} - \bar{f}_{j,k}||^2}{\max(\psi_{h,i,k})},
\]
where $\psi_{k,i}$ is the standard deviation of the $k$th feature at pixel $i$ and $\delta$ is a small number ($10^{-5}$) to avoid division by zero. These parameters are all similar to those of Rousselle et al. [2013]. On a final note, we smooth the noisy standard deviations for the additional features, $\psi_{k,i}$, by filtering them using the same weights computed by the non-local means filter when filtering the primary features.

### 3.3 Secondary features

At every pixel, we compute a set of secondary features from the neighboring noisy samples to serve as inputs to our neural network. Most features are inspired by (or are direct implementations of) those used in previous algorithms for MC denoising.

**Feature statistics:** We compute the mean and standard deviation for the $K = 5$ additional features of all samples in the pixel. To capture more global statistics, we also calculate the mean and standard deviation of the pixel-averaged features in a $7 \times 7$ block around each pixel. We compute the statistics for each component (e.g., $i, j, k$ for shading normal) separately and average them together to get a single value per feature. Thus, we have 20 total values for each pixel and the block around it.

**Gradients:** The gradients of features have been previously used to decrease the weight of a feature in regions with sharp edges [Rousselle et al. 2013]. We calculate the gradient magnitude (scalar) of the $K$ additional features using a Sobel operator (4 values total).

**Mean deviation:** This term is the average of the absolute difference between each individual pixel in a block and the block mean. A normalized version of this metric was proposed by Hachisuka et al. [2008] as an error metric for adaptive sampling. This feature can help identify regions with large error so the network can adjust the filter parameters accordingly. For each of the $K$ additional features, we compute the mean deviation of all the pixel-averaged features in a $3 \times 3$ block around each pixel. As with feature statistics, this is computed on each component separately and then averaged to obtain a single value for each additional feature (5 values total).

**Sampling rate:** Finally, we use the inverse of the sampling rate. The variance of MC noise decreases linearly with the number of samples and, therefore, the filter parameters should reflect this. Since we only train a single network, it should be able to handle different sampling rates and adjust the filter size accordingly.

In summary, we compute a total of $N = 36$ secondary features for each pixel. The network takes these features as input and outputs the parameters to be used by the filter to generate the final filtered pixel. This is done for all the pixels to produce the final result.

### 4 Implementation Details

#### 4.1 Neural network structure

The complexity of a network is determined by the number of layers and the node count of each. Although a more complex network containing several layers with many nodes can model more complicated relationships between its inputs and outputs, training such networks is difficult and there is an increased likelihood of overfitting to the training data. In these cases, the network could model the noise rather than the underlying relationships and, therefore, would perform poorly on actual test data. We empirically found that one hidden layer of size 10 provides the best performance in general (see Sec. 6). The input layer consists of 36 nodes corresponding to our secondary features, while our output layer has one node for each filter parameter (6 total). Note that we use a fixed color weight, $\beta$, and, thus, our output layer only requires 6 nodes (see Sec. 4.2).

For the hidden layer, we chose the sigmoid activation function $f(x) = 1/(1 + \exp(-x))$ and for the output layer, we used the softplus function $f(x) = \log(1 + e^x)$, a smooth differentiable approximation to the rectifier function. The output of the softplus function is always positive $(0, \infty)$, making it the ideal candidate to output the filter parameters in the final layer of the MLP network.

### 4.2 Training

As explained in Section 3, training is done using the iterative backpropagation algorithm [Rumelhart et al. 1986]. At every iteration, all of the weights in the network are updated based on the error gradient with respect to the weights. We used the resilient backpropagation (RPROP) method [Riedmiller and Braun 1993] to update the weights, rather than the commonly used gradient descent. In RPROP, the weights are updated based on the signs of the gradients, rather than their magnitudes. At every iteration of the backpropagation process, the gradients of a particular weight are rewarded if the current and previous iterations are consistent (have the same sign) and penalized otherwise. We found this method results in faster convergence for our system compared to gradient descent. To further speed up convergence, we normalize the network features by subtracting the mean and dividing by the standard deviation of the training set, as is frequently done in neural networks [Le Cun et al. 1998]. Finally, we observed that, in practice, optimizing the filter parameter for the color term of the cross-bilateral filter results in overfitting. We experimentally found that setting this parameter to a fixed value, $\beta_3 = 7$, is sufficient to keep the necessary scene details while removing noise.

In our training set, we used 20 scenes with different distributions such as depth of field, motion blur, and global illumination (see Fig. 7). For each scene, we rendered the ground truth image with a large number of samples (e.g., 32K). To handle scenes with different sampling rates, we rendered each training scene with 4, 8, 16, 32, and 64 samples per pixel and trained all of the images on a single network. Moreover, to avoid overfitting to one particular noise pattern, we rendered each scene five times at each sampling rate (a total of 25 images for each scene). To train the network on all of these images efficiently, we performed mini-batch training [Hastie et al. 2009], where each iteration of the backpropagation process is performed on a subset of the training set. Specifically, we compute the derivative from Eq. 9 for each pixel across all of the images in the subset. We then average all of the gradients and use the result to update the weights. In our implementation, our subset consisted of one image at each sampling rate from all of the training scenes. Furthermore, we alternated between the five noisy examples at each iteration.

### 4.3 Handling high dynamic range spikes

MC rendered images have high dynamic range and could contain spikes, pixels with radiance values orders of magnitude greater than their neighbors. Usually these high energy pixels cannot be spread efficiently, even with a big filter, and, thus, need to be handled differently. After applying the filter, we identify these spikes in the filtered result by first calculating the mean and standard deviation of the RGB colors for all the neighboring pixels in a block of size $3 \times 3$. If any color channel of the center pixel has values more than 2 standard deviations away from the block average, then it is labeled as a spike and replaced with the median block color. Fig. 5 shows how spike removal affects KITCHEN, a test scene. As can
for RD, we used a window size of 20 for higher quality, as suggested by the authors [Rousselle et al. 2013]. For quantitative comparisons, we calculated relative MSE as proposed by Rousselle et al. [2011]: \( \text{RelMSE} = (\hat{c} - c)^2 / (c^2 + \varepsilon) \) averaged over all pixels, where \( \hat{c} \) and \( c \) are the filtered and ground truth pixel values, respectively, and \( \varepsilon \) is a small number (0.01) to avoid division by zero. We also measure the perceptual quality of the results using the structural similarity (SSIM) index [Wang et al. 2004] which is a value from 0 to 1, where 1 indicates perfect quality with respect to the ground truth image.

Fig. 8 compares our approach to state-of-the-art methods on four scenes with different distributed effects. Although our algorithm is faster than all other methods shown here, we perform equal-sample comparisons to ensure fairness (please refer to the supplementary materials for additional equal-time comparisons for some scenes). For completeness, we also show the approximate results of equal-time Monte Carlo, since the low-discrepancy sampling in PBRT2 requires a power-of-two sampling rate.

First, we examine the path-traced DOWNTOWN scene with global illumination and motion blur. NLM uses only color information when filtering, so it cannot preserve the geometry and texture details in the scene. Moreover, although the other approaches use additional features, they often do not have appropriate filter weights, resulting in either overblurred textures or residual motion blur noise. Our approach is not only the fastest but it also preserves the textures while removing the motion blur noise, resulting in an image with fewer artifacts than the other techniques. Note, for example, that only our approach is able to preserve the thin lines between the stripes on the car (indicated by the blue arrow).

The TEAPOT ROOM scene is a challenging, path-traced scene containing one glossy and two diffuse teapots with mostly indirect illumination. None of the other methods can effectively remove the strong indirect illumination noise on the back wall without introducing artifacts or overblurring the glossy reflections on the body and spout of the teapot. Note the ground truth image still has visible spikes at 96K spp, while we produce a relatively noise-free result.
The CABIN scene is a path-traced scene that includes global illumination and depth of field. NLM and RPF remove the depth of field noise, but overblur the geometry of the steps and texture in the water. SBF and WLR do not weight the features appropriately and thus their results contain residual noise in the depth of field regions. Although both our approach and RD handle the depth of field regions well, RD produces visible artifacts in the smooth regions due to the low sampling rate. Meanwhile, we are able to generate a smooth result that is closer to ground truth.

Finally, SAN MIGUEL BALCONY is a path-traced scene with severe noise at 8 spp. Again, NLM overblurs the textures on the floor and the wall. Moreover, SBF and WLR produce results that are overblurred or contain residual noise. Although RPF, RD, and our method preserve the floor texture, RD and RPF cannot properly remove the noise in the smooth regions, including the back wall. Despite having a slightly higher relative MSE than RPF and RD, we produce a relatively noise-free result that is better than the other algorithms both visually and in terms of SSIM.

To test the convergence of our method as the sampling rate increases, we provide convergence plots in Fig. 9 using relative MSE and SSIM metrics for the DOWNTOWN scene and provide comparisons against low-discrepancy samples, NLM, SBF, RD, and WLR.
Since RPF is computationally expensive, we omit its comparison. As can be seen, our relative MSE consistently decreases even at the sampling rates that the network has not been trained on, demonstrating the network’s ability to extrapolate. Although higher sampling rates could be included in the training set, we found our set to be sufficient for the purposes of this paper. Moreover, the perceptual quality of our method is higher than others based on SSIM index, particularly at lower sampling rates. Our method is a consistent estimator because the distances in the color term are normalized by the variances. Thus, as the sampling rate increases, these variances are reduced and the filter approaches identity.

We also demonstrate how other filters can be used in our framework by training with the cross non-local means filter [Li et al. 2012; Rousseau et al. 2013]. Since every filter has a different relationship between the secondary features and its filter parameters, we cannot simply use the network weights from the previous cross bilateral filter. In Fig. 10, we compare our method against NLM, SBF, and RD (all with non-local means filters) and show that our method produces a smoother result and preserves most of the scene detail.

Finally, to handle animated sequences, we simply use the same network weights from the previous cross bilateral filter removes noise from a 1200 × 800 image in roughly 8.4 seconds, where calculating the features takes approximately 5 seconds and evaluating the network and filtering takes 3.4 seconds. For video sequences, the spatio-temporal filter increases our timings to roughly one minute for each 1200 × 800 frame, which is reasonable given the quality of our videos.

6 Discussion, limitations, and future work

In our method, we estimate \( \mathcal{G} \) by training a network through direct minimization of the error between the filtered and ground truth images (Eq. 6). An alternative approach might be to approximate \( \mathcal{G} \) by minimizing the error between the estimated and ground truth images. However, this approach has two major problems. First, it provides a suboptimal solution to \( \mathcal{G} \) since it does not minimize the error between the filtered and ground truth images, which is our final goal. In some cases, a small error in filter parameters might result in a large error in the final image.

Second, it requires calculating the optimum filter parameters \( \mathbf{\theta}^* \) for each pixel in every image of the training set. This requires an expensive, brute-force search in the parameter space to perform the error minimization in Eq. 4.

As discussed in Sec. 4.1, network size affects performance and thus it is important to size it appropriately. We evaluate this effect by training five networks of different sizes on the first training set of the robustness experiment from Fig. 6. Fig. 11 shows convergence plots for the different network sizes based on the average relative MSE of 8 test scenes (also from the robustness experiment) evaluated after each epoch. Since the network with one hidden layer of size 10 produces slightly better results than the other configurations, we use it for all the results in this paper.

The foundation of our approach lies in having an effective training stage that can generate high-quality results on the test scenes.
Therefore, the training set should include scenes with a variety of distributed effects so that the network can learn how to robustly handle diverse test scenes. To evaluate the effect of a particular distributed effect, we remove all scenes with glossy reflections from the training set used in Fig. 8 and replace them with non-glossy scenes containing other distributed effects. We show the result of the new trained network on the TEAPOT ROOM test scene in Fig. 12. Although the glossy reflections are preserved better than most other approaches (see Fig. 8), the result has lower quality when compared to the network trained with scenes containing glossy effects.

Our network uses various secondary features to estimate filter parameters and perform filtering. We evaluated the impact of the secondary features in each of the 5 categories defined in Section 3.3 by excluding all the features from each category one at a time and training the network. Based on this experiment, we observed that feature statistics have the most impact on the quality of the result while removing the other features only slightly reduced the quality. However, since these other features are fast to compute, we used them all in our framework to have improved quality.

Like many other MC filtering approaches, the main limitation of our algorithm is that it produces biased but consistent results. As such, it may not be an adequate solution for applications requiring complete physical accuracy. However, we see strong potential in fields that focus more on perceptual quality such as digital film production, particularly for previsualization when quick rendering times are important and very low sampling rates are used. However, as shown in Fig. 13, our approach produces reasonable results at high sampling rates as well, which are comparable in quality to other methods.

In this paper, we focused on reconstruction using uniform low-discrepancy samples as input, and showed we could get good results without adaptive sampling. However, methods like SBF, NLM, RDCF, and WLR all significantly benefit from adaptive sampling by dedicating more samples to problematic regions, and it is possible our method could benefit as well. A straightforward way of including adaptive sampling in our framework is to use an existing approach to adaptively generate samples that we would then train on. However, a good avenue for future research is to use a similar learning approach to generate sampling densities as well.

Finally, our approach may be the first attempt to apply machine learning to Monte Carlo noise reduction, but it is probably not the only way to do this. We used a neural network as our nonlinear regression model since it was simple, effective, and fast. However, it might be possible to replace the neural network with another nonlinear regression model, such as a support vector machine [Drucker et al. 1997; Suykens and Vandewalle 1999]. We leave the investigation of such possibilities for future work.

7 Conclusion

We have presented a machine learning approach to reduce noise in Monte Carlo (MC) rendered images. In order to model the complex relationship between the ideal filter parameters and a set of features extracted from the input noisy samples, we use a multilayer perceptron (MLP) neural network as a nonlinear regression model. To effectively train the network, we combine the MLP network with a filter such that the standard MLP takes in a set of secondary features extracted from a local neighborhood at each pixel and outputs a set of filter parameters. These parameters and the noisy samples are given as inputs to the filter to generate a filtered pixel that is compared to the ground truth pixel during training. We train our proposed system on a set of scenes with a variety of distributed effects and then test it on different scenes containing motion blur, depth of field, area lighting, glossy reflections, and global illumination. Our results show that this simple approach demonstrates visible improvement over existing state-of-the-art methods.

Appendix: Filter derivatives

Since we use the backpropagation algorithm [Rumelhart et al. 1986] to train the network, we need to analytically compute the derivative of the output error with respect to the weights. According to Eq. 9, this requires the filter be differentiable with respect to the filter parameters. Observing that the filter weights $d_{i,j}$ are a function of the filter parameters $\theta_i$ and using the chain rule and Eq. 1, we have:

$$\frac{\partial c_{i,q}}{\partial \theta_{m,i}} = \frac{\partial h_q(s^N_{i}(\cdot), \theta_i)}{\partial \theta_{m,i}} \sum_{j \in N(i)} \frac{\partial h_q(s^N_{i}(\cdot), \theta_i)}{\partial d_{i,j}} \frac{\partial d_{i,j}}{\partial \theta_{m,i}} \quad (13)$$

Using the quotient rule, we can write the first term as:

$$\frac{\partial h_q(s^N_{i}(\cdot), \theta_i)}{\partial d_{i,j}} = \frac{c_{i,q} \sum_{n \in N(i)} d_{i,n} - \sum_{n \in N(i)} d_{i,n} c_{i,n,q}}{(\sum_{n \in N(i)} d_{i,n})^2} \quad (14)$$

The second term in Eq. 13 depends on the filter choice. For the cross-bilateral filter defined in Eq. 2, we need to take the derivative with respect to the position ($\alpha_i$), color ($\beta_i$), and additional features ($\gamma_{i,j}$) filter parameters.
\[
\frac{\partial d_{i,j}}{\partial \alpha_i} = d_{i,j} \frac{\| \bar{p}_i - \bar{p}_j \|^2}{\alpha_i^2},
\]
\[
\frac{\partial d_{i,j}}{\partial \beta_i} = d_{i,j} \frac{D(e_i, e_j)}{\beta_i^3},
\]
\[
\frac{\partial d_{i,j}}{\partial \gamma_{k,i}} = d_{i,j} \frac{D(\bar{f}_{i,k}, \bar{f}_{i,k})}{\gamma_{k,i}^3}.
\]

(15)

Other differentiable filters can be applied similarly in our system. For example, we can use the cross non-local means filter [Li et al. 2012; Rousselle et al. 2013]:

\[
d_{i,j} = \exp\left( -\frac{D(\bar{Q}_i, \bar{Q}_j)}{2\rho_i^2} \right) \prod_{k=1}^{K} \exp\left( -\frac{D_k(\bar{f}_{i,k}, \bar{f}_{j,k})}{2\gamma_{k,i}^2} \right),
\]

(16)

where \( \bar{Q}_i \) is a small patch of area over pixel \( i \) and \( \rho_i \) is the standard deviation at pixel \( i \) for the non-local means term. Furthermore, \( D \) is defined as:

\[
D(\bar{Q}_i, \bar{Q}_j) = \frac{1}{|\bar{Q}|} \sum_{k \in \bar{Q}} \frac{\| \bar{e}_{i+k} - \bar{e}_{j+k} \|^2}{\psi_{i+k} + \psi_{j+k} + \zeta}
\]

(17)

where \( |\bar{Q}| \) is the number of pixels in the patch (25 for a 5 × 5 patch) and \( K \) is a set of offsets from the center pixel within a patch. Moreover, \( \psi_{i+k} \) and \( \psi_{j+k} \) are the standard deviations of color samples at pixel \( i + k \) and \( j + k \), respectively, and \( \zeta \) is a small number (10⁻¹⁰) to avoid division by zero. The derivative of this filter with respect to the filter parameters can be calculated similarly to the cross-bilateral filter. The only difference is that, instead of the position and color terms in Eq. 15, we have:

\[
\frac{\partial d_{i,j}}{\partial \rho_i} = d_{i,j} \frac{D(\bar{Q}_i, \bar{Q}_j)}{\rho_i^3}
\]

(18)

Note that the cubic terms in the denominator of Eqs. 15 and 18 increase computational complexity. Therefore, in our implementation, we define auxiliary filter parameters \( \lambda_{m,i} = 1/(20\rho_{m,i}) \) to use instead of the original filter parameters. The filter derivatives with respect to these auxiliary parameters do not have the cubic term in the denominator and are, therefore, more computationally efficient. To reflect this change in our system, the network outputs these auxiliary parameters and the filters defined in Eqs. 2 and 16 are modified appropriately.
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