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Abstract

In this review, we present a comprehensive perspective on the area

of communication-aware robotics, where realistic communication envi-

ronments are considered and communication and navigation issues are

jointly optimized. Theoretical characterization and understanding per-

formance guarantees will be the main focus of this article. We start

by summarizing the best prediction an unmanned vehicle can have of

the channel quality at unvisited locations. We then consider the case

of a single robot and see how it can mathematically characterize the

statistics of its traveled distance until connectivity, and further plan

its path to reach a connected spot with optimality guarantees, in real

channel environments and with minimum energy consumption. We

then move to the case of multiple robots and see how they can utilize

their motions to enable robust information flow. We consider two spe-

cific robotic network configurations: robotic beamformers and robotic

routers and mathematically characterize properties of the co-optimum

motion-communication decisions.
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1. INTRODUCTION

Over the past few decades there has been an unprecedented growth in sensing, communi-

cation, computation, and actuation, driving a revolution in sensor networks and robotics.

Teams of autonomous robots, each equipped with sensing and communication capabilities,

can sense and interact with their environment, and cooperatively work towards achieving

a common goal. Such robotic networks are envisioned to play an increasingly important

role in a wide range of tasks such as emergency response, surveillance, service provisioning,

agriculture, data gathering, and extending cellular network coverage.

Wireless communication plays an integral role in robotic network operations as un-

manned vehicles need to connect to other nodes or to a remote operator, for instance to

transfer sensing data and/or to receive control commands. Maintaining connectivity and

ensuring a robust flow of information is thus a fundamental problem that arises in robotic

networks. Since each robot’s path directly affects its link quality, each unmanned vehicle

needs to take the communication quality into account when path planning.

This area of research where a group of unmanned vehicles explicitly take communi-

cation link qualities into account when path planning is known as communication-aware

robotics. In communication-aware robotics, each node explicitly assesses the impact of its

motion decisions on its link quality and co-optimizes its communication, navigation, and

sensing objectives. This results in interesting interplays between the optimum motion, com-

munication, and sensing parameters as these parameters are now coupled in the decision

making process. Considering the underlying energy constraints, in terms of both commu-

nication and navigation, further creates interesting interplays between the communication

and motion decisions.

Figure 1 shows sample scenarios of networked robotic operations. Communication-

aware robotics is the main topic of this review, with a special focus on utilizing the motion

of the robots to enable/optimize connectivity, and co-design the underlying communication

and navigation objectives.
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Figure 1: Sample robotic operations (best viewed in color): (top-left) search and rescue,

(top-right) mobile service provisioning, (bottom-left) extending coverage of cellular systems,

and (bottom-right) optimizing connectivity of home networks. Background image courtesy

of (top-left) US Navy, (top-right) Getty Images, and (bottom row) PixalBay.

1.1. State Of The Art

The idea of multi-robot systems began in the 1980s (e.g., seminal work of (1)), followed by

much more extensive work in the following decades on a wide range of applications. Due

to the already-complex nature of multi-robot operations in terms of path planning, dis-

tributed decision making, and sensing, earlier work in multi-robot systems did not consider

communication issues. In the past decade, however, the importance of jointly considering

communication objectives along with motion and sensing goals has been recognized. For

instance, the impact of communication has been considered in several networked robotic

tasks such as coverage control (2–4), field sensing (5, 6), search and surveillance (7–11),

target tracking (12), flocking (13–15), consensus (16, 17), SLAM (18, 19), task allocation

and servicing (20–23), and robotic routing protocols (24, 25).

In more recent years, a new set of applications have also emerged where unmanned

vehicles are envisioned to be used to extend the connectivity of cellular systems or indoor

home/office router networks, examples of which are shown in Figure 1 (bottom row).

This has resulted in a broad range of recent work on using the mobility of robotic systems

to enable and optimize communication. For instance, robot mobility can be exploited

for point-to-point communication (26–32), relaying (33–41), beamforming (42–46), data

gathering (47–54), and communication coverage (55, 56).

Historically, earlier work in communication-aware robotics utilized over-simplified mod-

els of connectivity, such as disk models or path-loss only models (7, 11, 34, 36, 48), due to

the already-complex nature of the underlying multi-robot problem. Such models, however,

cannot properly capture the spatial variations of wireless links in real environments (e.g.,

see sample channel measurement of Figure 2 (right)). Thus, control strategies built on

such over-simplified models can experience significant performance degradation when im-
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plemented in practice. More recent work has utilized more realistic channel models. For

instance, in (57, 58), a probabilistic channel prediction framework is introduced, by consider-

ing the three major underlying dynamics of the channel, which allows the robots to estimate

a probability density function (PDF) of the channel quality at unvisited locations, based on

a small number of a priori or online channel samples. This probabilistic framework has since

been utilized by a number of robotic work (4, 8, 12, 28, 31, 35, 38, 44, 45, 47, 50, 59–67) and

has interesting implications for robotic path planning and networked robotic operations.
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Figure 2: (left) A toy environment that illustrates the channel components. (right) A

sample received power along an indoor route together with its underlying dynamics: path

loss, shadowing, and multipath. Figure adapted from (58).

It is our goal in this review to present a comprehensive perspective on communication-

aware robotics and the corresponding co-optimization of communication and navigation

in realistic channel environments, with an emphasis on theoretical characterization and

understanding performance guarantees.

1.2. Review Outline

In Section 2, we review a realistic channel model that utilizes the main three dynamics of

wireless links: path loss, shadowing and multipath. We then proceed with mathematically

characterizing the best prediction an unmanned vehicle can have of the channel quality at

unvisited locations, based on a small number of online or a priori channel samples. As we

shall see, the best prediction is a probabilistic estimate that builds a PDF for the channel

at an unvisited location, using the aforementioned three underlying dynamics.

We then begin with the case of a single robot in Sections 3 and 4, with the goal of

presenting a mathematical understanding of optimum communication-aware robotic deci-

sions. Here, we see how an unmanned vehicle can mathematically characterize the statistics

of its distance traveled until connectivity, and further plan its path to reach a guaranteed

connected spot, with minimum energy consumption, and while achieving an asymptotic

ε-suboptimal solution.

In Section 5, we then move to the case of multiple robots utilizing their motions to

enable robust information flow and connectivity. We consider two specific robotic network

configurations: robotic beamformers and robotic routers. Our focus here is to understand

and mathematically characterize properties of the co-optimum motion-communication de-

cisions and the interplay between the two. In Section 6, we then briefly mention other

aspects of communication-aware robotics. Finally, we summarize the key findings and dis-
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cuss potential future directions.

2. CHANNEL MODELING AND PREDICTION

Traditionally, ideal communication links or disk models have been heavily utilized in the

robotics literature in order to spatially model a communication link at unvisited locations,

for the purpose of path planning. In a disk model, there is perfect connectivity within a

certain radius of a transmitting node, with no connection outside of it. A disk model, how-

ever, is a poor representation of the link quality. Figure 2 (right), for instance, shows a

real channel measurement (58). As can be seen, the link is far from ideal, and a disk model

would be a poor representation of the link. In more recent years, it has been acknowledged

that a better prediction of the link quality is needed for the purpose of robotic field op-

eration, and that consequently a more multi-disciplinary approach that jointly considers

both communication and navigation issues is needed. Along this line, new methods have

been developed, based on empirical channel models, that aim to probabilistically predict

the channel power at unvisited locations, based on a number of online or a priori chan-

nel samples in the area. In this section, we review this realistic probabilistic modeling of

the spatial variations of a wireless channel, and the subsequent prediction framework that

allows the robots to probabilistically predict the channel at unvisited locations (57, 58).

This probabilistic framework has been utilized by a number of robotic work in recent years

(4, 8, 12, 28, 31, 35, 38, 44, 45, 47, 50, 59–67).

2.1. Probabilistic Channel Modeling

In the communication literature, a wireless channel is well modeled as a random process

with three main spatial dynamics: (a) a slowly-varying (with respect to space) path loss

component that accounts for decay in the channel power with distance, (b) a faster-varying

shadowing component (also called large-scale fading) that accounts for attenuation effects

of buildings, trees and other large obstructing structures, and (c) an even faster-varying

multipath component (also called small-scale fading) that accounts for scattering and re-

flection (68). Figure 2 (right) shows a sample received channel power along an indoor

route together with its constituent dynamics.

Let Γ(q1) denote the received channel power (in dB) at location q1 ⊂ R2 due to a

transmitting station located at qb ∈ R2. Then

Γ(q1) = γPL(q1) + ΓSH(q1) + ΓMP(q1), 1.

where γPL(q1) = KdB−10nPL log10 ‖q1− qb‖ is the path loss component with nPL denoting

the path loss coefficient. ΓSH(q1) is the shadowing component and is best modeled as a

zero-mean Gaussian random process with an exponentially-decaying correlation function:

E[ΓSH(q1)ΓSH(q2)] = σ2
SHe
−‖q1−q2‖/βSH with σ2

SH representing the shadowing power and βSH

denoting the decorrelation distance (68). Finally ΓMP(q1) is the multipath component, and

is also best modeled as a random process with a number of distributions such as Nakagami,

Rician, and lognormal found to be good fits for its distribution (68, 69).

2.2. Probabilistic Channel Prediction

We next see how an unmanned vehicle can use the previous empirical channel modeling in

order to probabilistically predict the channel power at unvisited locations (i.e., predict the
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corresponding PDFs), based on a number of online or a priori channel samples in the area

(57, 58).

Let Γq = [Γq1 , · · · ,Γqm ]T denote the vector of m collected channel measurements at lo-

cations q = [q1, · · · , qm]T in the workspace of interest. These small number of measurements

can be collected by the robot before the operation. Alternatively, they can be collected by

other robots in past operations and stored in the cloud. The robot can also use the channel

measurements it collects during the operation to predict the channel at unvisited locations

in an online manner.

The following theorem (58) shows how the robot can estimate the channel at unvisited

locations based on a small number of prior samples.

Theorem 1 A Gaussian random vector Γ(r) = [Γ(r1), · · · ,Γ(rk)]T ∼ N (Γ(r),Σ(r)) can

best characterize the channel power (in dB) at unvisited locations r = [r1 · · · rk]T, with the

mean and covariance matrix given by

Γ(r) = Grϑ̂+ Ξr,q
(
Ξq + σ̂2

MPIm
)−1 (

Γq −Gqϑ̂
)
, 2.

Σ(r) = Ξr + σ̂2
MPIk − Ξr,q

(
Ξq + σ̂2

MPIm
)−1

ΞT
r,q, 3.

respectively, where Gr = [1k −Lr], Gq = [1m −Lq], 1m (1k) represents the m-dimensional

(k - dimensional) vector of all ones, Im (Ik) represents the m-dimensional (k - dimensional)

identity matrix, Lq =
[
10 log10(‖q1 − qb‖) · · · 10 log10(‖qm − qb‖)

]T
, Lr =

[
10 log10(‖r1 −

qb‖) · · · 10 log10(‖rk − qb‖)
]T

and qb is the position of the remote station. Furthermore,

Ξq, Ξr and Ξr,q denote matrices with entries
[
Ξq
]
i1,i2

= σ̂2
SHe
−‖qi1−qi2‖/β̂SH ,

[
Ξr
]
j1,j2

=

σ̂2
SHe
−‖rj1−rj2‖/β̂SH ,

[
Ξr,q

]
j1,i1

= σ̂2
SHe
−‖rj1−qi1‖/β̂SH respectively, where i1, i2 ∈ {1, · · · ,m},

and j1, j2 ∈ {1, · · · , k}. Moreover, ϑ = [KdB − nPL]T, βSH, σ2
SH and σ2

MP denote the path

loss parameters, the decorrelation distance of shadowing, the power of shadowing (in dB)

and the power of multipath (in dB) respectively. The ˆ symbol denotes the estimate of the

corresponding parameter.

The underlying channel parameters can be estimated from a few a priori measurements as

well. For more details see (58). Using this framework, the robot can then predict a PDF

for the channel at unvisited locations of the workspace for the purposes of path planning.

Figure 3 shows a sample 2D channel and its predicted mean from Theorem 1 using 5%

prior channel samples in the space. Note that the predicted variance at each unvisited

location can then serve as the corresponding uncertainty in channel learning.

We next start with one robot and see how it can mathematically characterize and

optimize its connectivity before moving to a network of unmanned vehicles.

3. DISTANCE TRAVELED UNTIL CONNECTIVITY

Consider the scenario where a robot is seeking to establish connection with a remote node

as it moves along a pre-defined path as shown in Figure 4. One important factor that the

robot may need to assess is its distance until connectivity, i.e., how much longer it needs

to travel before it gets connected, as it can play a key role in its field decision making. We

next characterize how the robot can mathematically characterize the PDF of its distance

until connectivity (28) using the probabilistic channel model of Section 2.

Establishing connectivity requires that a certain Quality of Service such as a minimum
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Figure 3: (right) The mean of the estimated channel power based on a small number

of randomly-distributed prior measurements (5%) of the (left) true channel map in a 2

dimensional workspace.
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Figure 4: What is the distance traveled by the robot before it finds a connected spot along

(left) a general path and (right) a straight path? Figure adapted from (28).

bit error rate be satisfied, which in turn, translates to a minimum required channel power,

which we shall denote by γth. A location q is thus said to be connected if Γ(q) ≥ γth.

With a slight abuse of notation, for the remainder of this section, let Γ(d) =

γPL(d) + ΓSH(d) + ΓMP(d) denote the channel power at a distance d along the given

path. We are then interested in characterizing the distance traveled by the robot un-

til it finds a connected spot. In (32), this distance is referred to as the first passage

distance (FPD) drawing a parallel with the concept of first passage time.1 We next

see how to mathematically characterize the PDF of the ε-upcrossing FPD, which is the

FPD given that the robot is initially disconnected. More specifically, the random variable

DεΓ0
= infd>0 {d : Γ(d) ≥ γth|Γ(0) < γth − ε} denotes the ε-upcrossing FPD, where Γ(0) is

a random variable upper bounded by γth− ε.2 Consider the complementary cumulative dis-

1First passage time is the time until a random process first hits a threshold (70) and has exten-
sively been used in diverse fields such as brownian motion modeling, neuronal firing characterization,
and stock market analysis.

2We require that ε > 0 since the mathematical tools used are not well defined for ε = 0. However,
ε can be considered arbitrarily small.
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GAUSS-MARKOV PROCESS

Gaussian Process

A stochastic process {X(t) : t ∈ T }, where T is an index set, is a Gaussian process, if any finite number of

samples have a joint Gaussian distribution, i.e., (X(t1), X(t2), · · · , X(tk)) is a Gaussian random vector for

all t1, · · · , tk ∈ T and for any k (71).

A Gaussian process is completely specified by its mean function mX(t) = E[X(t)] and its covariance

function ΣX(t1, t2) = E {[X(t1)−mX(t1)][X(t2)−mX(t2)]}. We use the notation X ∼ GP (mX ,ΣX) to

denote the underlying process.

Markov Process

A process X(t) is a Markov process if Pr
(
X(tn) ≤ xn|X(tn−1), · · · , X(t1)

)
= Pr

(
X(tn) ≤ xn|X(tn−1)

)
, for

all n and for all tn ≥ tn−1 ≥ · · · ≥ t1, where Pr(.) denotes the probability of the argument (72).

Gauss-Markov Process

A stochastic process is Gauss-Markov if it satisfies the requirements of both a Gaussian process and a

Markov process (73).

tribution function (CCDF) of DεΓ0
: Pr

(
DεΓ0

> d
)

= Pr
(
Γ(b) < γth, ∀b < d|Γ(0) < γth − ε

)
,

which is what the robot is interested in evaluating. A direct naive computation of this would

involve a high-dimensional prohibitive integration over the probabilistic Gaussian channel

model of Section 2. In other words, assuming we discretize the path into N steps and the

domain of Γ(d) into M parts, this would have a computational complexity of O(NMN ),

which quickly becomes infeasible for even moderate values of N and M . We next see how the

robot can mathematically evaluate its FPD in a way that is both theoretically meaningful

and computationally efficient, i.e., O(N2) when multipath is negligible and O(NM log(M))

otherwise.

Connected location:
q1 ∈ R2 is said to be

connected if the

received channel
power at q1 is

greater than the

minimum required
channel power, i.e.,

Γ(q1) ≥ γth.

First passage
distance (FPD): The

distance traveled by
the robot along a

path until a

connection is
established.

We start by considering the statistics of the FPD for a straight path, followed by a

characterization of the FPD for a more general space of paths.

3.1. First Passage Distance (FPD) For A Straight Path

Consider a robot starting from an initial distance of dsrc from the remote station, and

traveling along a straight path in the direction specified by θsrc, as shown in Figure 4. The

path loss component γPL(d) is then expressed as γPL(d) = KdB − 5nPL log10(d2
src + d2 −

2dsrcd cos θsrc).

We first consider the case where multipath is negligible, followed by a more general

analysis with multipath included.

3.1.1. Case of Negligible Multipath: Stochastic Differential Analysis. Characterization of

FPD while ignoring multipath effects is directly applicable to cases where multipath is

negligible due to a low number of scatterers or when we want to find a small area of good

8 Muralidharan • Mostofi



connectivity as opposed to a single well-connected spot. Moreover, this analysis further

gives us insight into the general FPD characterization.

For negligible multipath, we are then interested in when Γ(d) = γPL(d) + ΓSH(d) is

greater than γth. As summarized in the following Lemma (28), ΓSH(d) and subsequently

Γ(d) can be shown to be Gauss-Markov processes (see the sidebar on Gauss-Markov pro-

cesses).

Lemma 1 The channel shadowing power ΓSH(d) and subsequently the channel power Γ(d)

are Gauss Markov processes with characterization GP(0,ΣSH) and GP(γPL,ΣSH) respec-

tively, where ΣSH(b, d) = σ2
SHe
−(d−b)/βSH .

In fact, ΓSH ∼ GP(0,ΣSH) is the famous Ornstein-Uhlenbeck process, one of the most

well-studied Gauss-Markov processes (74).

Using the Gauss-Markov literature (75), the transition PDF f(γ, d|η, b) characterizing

the distribution of Γ(d) given Γ(b) = η can be found to satisfy the partial differential

equation known as the Fokker-Plank equation, as follows (28)

∂

∂d
f(γ, d|η, b) = − ∂

∂γ
[AFP(γ, d)f(γ, d|η, b)] +

1

2

∂2

∂γ2
[BFPf(γ, d|η, b)] , 4.

with the associated initial condition of f(γ, b|η, b) = δ(γ − η), where AFP(γ, d) = γ′PL(d)−
(γ − γPL(d)) /βSH, BFP = (2σ2

SH)/βSH, γPL(d) is the path loss component, and γ′PL(d) is its

derivative.

The channel power Γ(d) can also be represented as a stochastic differential equation,

dΓ(d) = AFP(Γ, d)dd+
√
BFPdW (d), 5.

where W (d) represents the Wiener process and AFP(γ, d) and BFP are as defined before.

Remark 1 AFP(γ, d) and BFP are known as the drift and diffusion components respectively.

More specifically, in an increment ∆d, we can think of the channel power spatially evolving

with a deterministic rate of AFP(γ, d), while a zero-mean random Gaussian term with the

variance of B∆d is superposed on it.

The following result builds on the Fokker-Plank equation and provides a recursive inte-

gral equation to find the PDF of the ε-upcrossing FPD (28).

Theorem 2 Let g
(ε)
u [d] denote the PDF of the ε-upcrossing FPD. g

(ε)
u [d] satisfies the fol-

lowing non-singular second-kind Volterra integral equation:

g(ε)
u [d] = −2Ψ(ε)

u [d] + 2

∫ d

0

g(ε)
u [b]Ψ[d|γth, b]db, 6.

where Ψ[d|η, b] =

{
− 1

2
dγPL(d)

dd
− γth−γPL(d)

2βSH

1+e−2(d−b)/βSH

1−e−2(d−b)/βSH
+

η−γPL(b)
βSH

e−(d−b)/βSH

1−e−2(d−b)/βSH

}
f(γth, d|η, b), Ψ

(ε)
u [d] = 1

2Pr(Γ(0)<γth−ε)

{
−2σ2

SH
βSH

e−d/βSHf(γth −

ε, 0)f [γth, d|γth − ε, 0] + 1
2
f(γth, d)(1 + Erf[Υε(d)])

(
−dγPL(d)

dd
− 1

βSH
[γth − γPL(d)]

)}
,

with Erf(z) = 2√
π

∫ z
0
e−t

2

dt representing the error function, and Υε(d) =

γth−ε−γPL(0)−e−d/βSH (γth−γPL(d))√
2σ2

SH(1−e−2d/βSH)
.
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This enables the robot to mathematically characterize the PDF of its distance until connec-

tivity. Furthermore, the recursive integral of Theorem 2 serves as the basis for an efficient

iterative algorithm (using Simpson’s rule) to compute the PDF of the FPD in O(N2) (see

(75) for details).

3.1.2. Including Multipath Effects: A Recursive Characterization. In this section, we con-

sider the more general channel model of Γ(d) = γPL(d) + ΓSH(d) + ΓMP(d). The results

of Section 3.1.1 are not applicable anymore since the overall channel power Γ(d) is not a

Gauss-Markov process once we include the multipath component in our analysis. However,

the shadowing power ΓSH(d) is still a Markov process, and we can use this to obtain a

methodology to compute the PDF of the FPD recursively. Let us assume that the robot

measures the channel along the straight path in discrete steps of size ∆d. We further as-

sume that the multipath component is uncorrelated at two points separated by ∆d, which

is a reasonable assumption since the multipath component typically decorrelates fast (58).

We then index the channel power based on the steps taken, i.e., let Γk = Γ(k∆d) and

ΓSH,k = ΓSH(k∆d).

We are then interested in the characterization of the FPD K =

min1,2,··· {k : Γk ≥ γth,Γ0 < γth}. This can be expressed in terms of its CCDF as

Pr (K = k) = Pr (K > k − 1)− Pr (K > k) . 7.

Note that this CCDF probability can be expressed as

Pr (K > k) = Pr
(
Γ1, · · · ,Γk < γth|Γ0 < γth

)
=

∫∞
γSH,k=−∞ Ωk(γSH,k)dγSH,k

Pr (Γ0 < γth)
, 8.

where

Ωk(γSH,k) =

∫ γth−γPL(dk)−γSH,k

γMP,k=−∞

∫
· · ·
∫

Sk−1

p (γSH,0, γMP,0, · · · , γSH,k, γMP,k)

× dγSH,0dγMP,0 · · ·dγSH,k−1dγMP,k−1dγMP,k 9.

with Sk−1 = ∩k−1
i=0 {γSH,i, γMP,i : γPL(di) + γSH,i + γMP,i < γth} and

p (γSH,0, γMP,0, · · · , γSH,k, γMP,k) representing the joint probability density of

ΓSH,0,ΓMP,0, · · · ,ΓSH,k, and ΓMP,k.

We can compute the functions Ωk(γSH,k) recursively as shown in the following lemma

(28).

Lemma 2 The functions Ωk of Equation 9, for k = 1, · · · , N , can be computed by the

recursion:

Ωk+1(γSH,k+1) = FMP

(
γth − γPL(dk+1)− γSH,k+1

)1

%

∫ ∞
u=−∞

ϕ

(
γSH,k+1 − u
σSH

√
1− %

)
Ωk

(
u

%

)
du,

10.

initialized with Ω0(γSH,0) = FMP

(
γth − γPL(0)− γSH,0

)
ϕ
(
γSH,0

σSH

)
, where FMP(.) is the CDF

of the multipath random variable ΓMP and ϕ(.) is the standard Gaussian density function.

We can then use Lemma 2 to calculate the PDF of the FPD efficiently using Equations 7

and 8.
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KULLBACK-LIEBLER DIVERGENCE

The KL divergence between two distributions p(x) and p̃(x) is defined as

KL =

∫
p(x) loge

p(x)

p̃(x)
dx.

KL divergence is a measure of the distance between two distributions (76). We utilize the KL divergence

as a measure of how close to Markovian the channel shadowing power along a general path is.

3.2. First Passage Distance (FPD) For A General Path

The results of the previous section was for a straight path and utilized the fact that the

shadowing power ΓSH(d) is a Gauss-Markov Process on a straight path. The channel shad-

owing power along a general non-straight path, however, may not be a Gauss-Markov

process. Still, we can characterize a large set of paths for which the shadowing power is

approximately Markovian, and use the results of the previous section to characterize the

FPD.

Consider a point at a distance d along a general path as shown in Figure 4 (left).

The shadowing power at this point and at the point a step behind (for a step size of ∆d)

are given by ΓSH(d) and ΓSH(d − ∆d) respectively. The FPD characterization of Section

3.1 followed from the Markovian nature of the shadowing power, i.e., p
(
γSH(d)|γSH(d −

∆d), {γSH(d − b), ∀b > ∆d}
)

= p
(
γSH(d)|γSH(d − ∆d)

)
. Thus, a path is approximately-

Markovian if at every point on the path, these two distributions are close. We use the

Kullback-Liebler divergence (see sidebar on KL divergence) between the distributions as

a measure of how close they are. The smaller the KL divergence the closer the path is

to Markovian, and the more applicable the characterization of the FPD of Section 3.1

will be. However, mathematically characterizing the KL divergence between these two

distributions can be intractable. Instead, we consider the pairwise KL divergences between

p
(
γSH(d)|γSH(d−∆d), γSH(d−b)

)
and p

(
γSH(d)|γSH(d−∆d)

)
for all b > ∆d, and for all d. If

these pairwise KL divergences are small enough, we declare the path to be approximately-

Markovian. The KL divergence between the distributions of ΓSH(d)|ΓSH(d−∆d),ΓSH(d−b)
and ΓSH(d)|ΓSH(d − ∆d), for a b > ∆d, is a Chi-squared random variable (77). We then

formally define an approximately-Markovian path as follows (see (28)).

Definition 1 (Approximately-Markovian Path) Let mKL(d, b) and σKL(d, b) denote

the mean and standard deviation of the KL divergence between p
(
γSH(d)|γSH(d−∆d), γSH(d−

b)
)

and p
(
γSH(d)|γSH(d−∆d)

)
for a given b > ∆d. A path is approximately-Markovian for

parameters εm and εσ if mKL(d, b) ≤ εm and σKL(d, b) ≤ εσ, for all b > ∆d and for all d.

We can determine if a path is approximately-Markovian, for parameters εm and εσ,

based purely on properties of the path (e.g., its curvature), and the underlying channel

parameters (e.g., decorrelation distance). The intuition here is that if the curvature of

the path is small enough, and if the path does not loop around, then the path can be

considered approximately-Markovian. The following theorem (28) formalizes this intuition

and precisely characterizes sufficient conditions for an approximately-Markovian path.
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Theorem 3 (Approximately-Markovian Path) Let r(d) = (x(d), y(d)) be a path pa-

rameterized by its arc length. The path is approximately-Markovian for given maximum

tolerable KL divergence parameters εm and εσ, if it satisfies the following conditions:

1. ‖r(d)− r(d− b)‖ > dth, for b > 1
κ

sin−1 (κdth) and for all d,

2. curvature κ(d) < κth for all d,

where dth = βSH
2

loge

(
%2 + 1−%2

εd

)
, and κth is obtained by solving the following optimization

problem
maximize κ

subject to max
φ:0<φ≤ψcons(κ)

ψopt(κ, φ) ≤ εd

κ < 1/dth,

11.

where ψopt(κ, φ) =

(
e
− 2
κβSH

sin(φ+∆φ
2 )−%e

− 2
κβSH

sin(φ2 )
)2

(
1−e
− 4
κβSH

sin(φ2 )
)

(1−%2)
, ψcons(κ) = 2 sin−1

(
κdth

2

)
− ∆φ,

∆φ = 2 sin−1
(
κ∆d

2

)
, % = e−∆d/βSH , and εd = min

{
1− e−2εm ,

√
2εσ
}

.

Note that several general paths satisfy the conditions of Theorem 3, as shown in (28). For

instance, Figure 5 (left) shows an archimedian spiral path, which can be confirmed to be

approximately Markovian. Figure 5 (right) further shows the CDF of the ε-upcrossing

FPD for this path using Lemma 2. We can see that the theoretical derivations are a good

match to the true statistics obtained via Monte Carlo simulations. The underlying channel

was generated with parameters obtained from real channel measurements in downtown San

Francisco (78).

Initial location

Final location

(Lemma 2)

Figure 5: (left) Archimedian spiral as the path of the robot, and (right) the CDF of up-

crossing FPD when including multipath using Lemma 2. Figure adapted from (28).

The results of this section show how an unmanned vehicle can theoretically characterize

the statistics of its distance traveled until connectivity in a mathematical framework that

is also computationally very efficient.

4. PATH PLANNING TO ESTABLISH CONNECTIVITY

In this section, we consider the case where the robot can also plan its path such that it min-

imizes the expected traveled distance until it finds a guaranteed connected spot to a remote

station (30, 31). The robot, operating in a realistic channel environment experiencing path
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loss, shadowing, and multipath fading, has an estimate of the connectivity across space

using the channel prediction framework of Section 2. The robot can then plan its path ex-

ploiting this channel prediction such that it minimizes the expected traveled distance until

it gets connected (see Figure 6 (left)). As we shall see, this problem can be solved with

asymptotic optimality guarantees in a graph-theoretic setting (31).
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Figure 6: A robot plans its path such that it minimizes the expected distance until it

gets connected to a remote station, in a realistic channel environment that experiences

path loss, shadowing, and multipath fading. (left) The workspace of the robot with the

background representing the mean of the predicted channel quality, and (right) the graph-

theoretic representation of the workspace where every node is associated with a probability

of connectivity derived from the predicted channel quality. Figure (left) is adapted from

(30).

Let us discretize the workspace of the robot into cells to form a grid graph G = (V, E),

with each cell serving as a node in the graph. Each node v ∈ V is associated with a

probability of connectivity pv ∈ [0, 1], and each edge (u, v) ∈ E is associated with a length

lu,v > 0 representing the distance between two nodes u and v in the workspace. A cell is

connected if there exists a location in the cell that is connected. For instance, consider a

cell/node v that consists of positions r = [r1, · · · , rk]T . The probability of connectivity of

cell v is then given by pv = 1 − Pr
(
Γ(ri) < γth, ∀i ≤ k

)
, where Γ(r) = [Γ(r1) · · ·Γ(rk)]T ∼

N
(
Γ(r),Σ(r)

)
is a Gaussian random vector obtained from the channel prediction framework

of Section 2, and γth is the minimum required channel power for connectivity. For the

mathematical analysis of this section, we assume that the probability of connectivity at a

node is independent of the connectivity at any other node in the workspace.

The objective is to then generate a path, starting from a node vs ∈ V, that minimizes

the expected traveled distance until connectivity. Note that the robot may only traverse part

of the generated path, as its planning is based on a probabilistic channel characterization

and it may get connected at any node along the path. For the expected traveled distance

until connectivity to be well defined for a path, the probability of failure after traversing the

entire path must be zero, implying that the final node must be a node where pv = 1. We

call such a node a terminal node and define T = {v ∈ V : pv = 1}. For instance, the remote

station can serve as a terminal node. The expected cost of a path P = (v1, v2, · · · , vm = vt)

can then be expressed as C(P) =
∑
e∈E(P)

[∏
v∈V(Pe)(1− pv)

]
le, where E(P) denotes the

set of edges belonging to the path P, and V(Pe) denotes the set of vertices encountered along
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GAME THEORY PRIMER

A game {V ′, {Av}, {Jv}}, consists of the following components: 1) the players (agents) of the game: V ′, 2)

the action set of player v: Av, and 3) the local cost function of player v: Jv : A→ R, where A =
∏
u∈V′ Au.

Nash Equilibrium. An action profile µNE is said to be a pure Nash equilibrium if Jv(µNE) ≤
Jv(µv, µ

NE
−v ), ∀µv ∈ Av, ∀v ∈ V ′ where µ−v denotes the action profile of all players except v (79).

Potential Game. {V ′, {Av}, {Jv}} is a potential game over action space AS ⊂ A if there exists a function

Φ : AS → R, such that Jv(µ
′
v, µ−v) − Jv(µv, µ−v) = Φ(µ

′
v, µ−v) − Φ(µv, µ−v), for all µ = (µv, µ−v) ∈ AS ,

v ∈ V ′, and µ
′
v such that (µ

′
v, µ−v) ∈ AS , where µ−v denotes the action profile of all players except v

(31, 80).

P until the edge e ∈ E(P). Note that the robot estimates the probability of connectivities

(pvs) using the probabilistic prediction framework of Section 2. The optimization problem

of interest, to which we refer as the Min-Exp-Dist-Path problem, can then be posed as

(31)

minimize
P

C(P) =
∑

e∈E(P)

 ∏
v∈V(Pe)

(1− pv)

 le
subject to P is a path of G such that P[1] = vs,P[end] ∈ T.

12.

Min-Exp-Dist-Path
Problem: The
optimization

problem to find the

path that minimizes
the expected

traveled distance
until connectivity.

Theorem 4 The Min-Exp-Dist-Path problem of Equation 12 is an NP-hard problem.

The proof is based on showing that the decision version of the problem is NP-complete,

using a reduction to a rooted version of the NP-complete Hamiltonian path problem (31).

We next see how an ε-suboptimal solution to Equation 12 can be achieved by posing

this problem in a game-theoretic setting. Note that, in what follows, the robot is using

game theory solely to design its own path and as such can make all the decisions locally.

4.1. Game-Theoretic Communication-Aware Path Planner

Consider a game {V ′, {Av}, {Jv}} where the set of non-terminal nodes V ′ = V/T of

the previously-defined graph are the players of the game, and the action set Av =

{u ∈ V : (u, v) ∈ E} is the set of neighbors of node v. Let µv ∈ Av be the action of

player/node v and let µ be the joint action profile.

We first describe the path produced from a node v and its expected distance until

connectivity in terms of the action profile µ. An action profile µ induces a directed graph,

SG(µ), on G, which has directed edges from v to µv. A node u is said to be upstream of

v in SG(µ) if v lies on the directed path from u to the corresponding sink. We denote the

set of upstream nodes of v as Uv(µ−v) and let v ∈ Uv(µ−v) by definition. Let P(µ, v) be

the directed path from node v on SG(µ), and let Cv(µ) = C(P(µ, v)) denote the expected

cost from node v when following the path P(µ, v). Let AASG denote the set of action

profiles such that the expected cost Cv(µ) < ∞ for all v ∈ V. This will only happen

if the path P(µ, v) ends at a terminal node for all v. This corresponds to SG(µ) being
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a directed acyclic graph with terminal nodes as sinks. Then µ ∈ AASG implies that the

action of player v belongs to the constrained action set Acv(µ−v), i.e., µv ∈ Acv(µ−v), where

Acv(µ−v) = {u ∈ V : (v, u) ∈ E , u /∈ Uv(µ−v), Cu(µ) <∞} is the set of actions that result in

a finite expected cost from v.

Upstream node: A
node u is said to be

upstream of v in the

directed graph
SG(µ) if v lies on

the directed path

from u to the
corresponding sink.

Next, consider local cost functions Jv of the form

Jv(µ) =
∑

u∈Uv(µ)

ςuCu(µ), 13.

where Uv(µ) is the set of upstream nodes of v, and ςu > 0 are constants such that ςvs = 1

and ςv = ε
′
, for all v 6= vs, where ε

′
> 0 is a small constant.

Then, these local cost functions result in a potential game over AASG as summarized in

the next lemma (see (31) for the proof).

Lemma 3 The game {V ′, {Av}, {Jv}}, with local cost functions as defined in Equation 13,

is a potential game over AASG with a potential function

Φ(µ) =
∑
v∈V′

ςvCv(µ) = Cvs(µ) + ε
′ ∑
v 6=vs

Cv(µ). 14.

4.1.1. Asymptotically ε-suboptimal Path Planner. We shall next see how to asymptotically

obtain the global minimizer of Φ(µ), and thereby find an ε-suboptimal solution to the Min-

Exp-Dist-Path problem of Equation 12, by utilizing a learning process known as log-linear

learning (31, 81).

Consider a potential game over the following complete graph. The complete graph

Gcomp is formed from G by adding an edge between all nodes that don’t share an edge. The

length of an added edge (u, v) is set to be the shortest distance between u and v. Then, the

log-linear process operating on this potential game with constrained action sets Acv(µ−v(k))

asymptotically reaches an ε-suboptimal solution to the Min-Exp-Dist-Path problem, as

formally summarized below (31).

Theorem 5 Consider the Min-Exp-Dist-Path problem of Equation 12. Consider log-linear

learning on a potential game over the complete graph Gcomp with local cost functions as

defined in Equation 13, and ε′ = ε/ (|V ′|D), where D is the diameter of the graph. Then,

as the temperature τ associated with log-linear learning goes to zero, i.e., τ → 0, the process

asymptotically provides an ε-suboptimal solution to the Min-Exp-Dist-Path problem.

4.1.2. Fast Non-Myopic Path Planner. Log-linear learning provides an ε-suboptimal so-

lution to the Min-Exp-Dist-Path problem asymptotically. However, in certain scenarios,

finding a suboptimal but fast solution may be more important.

The best reply process (79) operating on the potential game of Lemma 3 with con-

strained action sets Acv(µ−v(k)) converges to a pure Nash equilibrium, which is also a

directionally local minimum of Φ(µ) = Cvs(µ) + ε
′∑

v 6=vs Cv(µ) (see (31) for more details).

The best reply process converges quickly to a directionally local minimum (e.g., after at

most |V ′| iterations (31)), and is thus an efficient path planner.

Figure 7 shows the histogram of the distance traveled until connectivity for a robot

for the best reply path planner as well as a heuristic approach of moving straight towards

the remote station, which we use as a benchmark. The histogram is over 500 channel

realizations, where the underlying channel is generated using real channel parameters from
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downtown San Francisco (78), and where the traveled distance is calculated based on the

true channel quality. We can see that the distance associated with the best reply planner is

much smaller than that associated with the benchmark. Log-linear learning performs the

same or better than the best reply approach at a larger computation cost.
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Figure 7: Histogram of the traveled distance for the best reply approach of Section 4.1.2

and a benchmark (where the robot moves straight towards the remote station) over 500

channel realizations. Figure adapted from (31).

Overall, this section showed how an unmanned vehicle can optimize its path to get to a

connected spot, in realistic channel environments and with minimum energy consumption.

As we saw, by using probabilistic channel prediction and a game-theoretic inspired path

planning approach, it was possible to find an asymptotic ε-suboptimal global solution to

this problem as well as fast solutions that can achieve a Nash Equilibrium.

5. MULTI-ROBOT NETWORK CONNECTIVITY

In Sections 3 and 4, we considered the scenario of a single robot utilizing its motion to enable

and optimize its connectivity with a remote station under energy constraints. In this section,

we consider the case where multiple robots exploit their motion to cooperatively enable and

optimize connectivity in realistic communication environments. Depending on the task at

hand, a team of unmanned vehicles may need to form different network configurations to

enable the needed connectivity and information flow. For instance, a particular task may

need the nodes to keep a fully-connected network throughout the operation, while another

task may require a less-connected network or may allow the nodes to get disconnected

from the team momentarily. While the nodes can in principle utilize their mobility to

realize any given network configuration with a desired level of connectivity, here we focus

on two particular network configurations, robotic beamformers and robotic routers, which

can enable connectivity in otherwise poorly-connected areas.

5.1. Cooperative Robotic Beamforming

Consider the scenario shown in Figure 8, where a team of unmanned vehicles, located in

a poorly-connected area, want to exploit their mobility to cooperatively generate a strong

link to a remote station, to which we refer as cooperative robotic beamforming.

Robotic
Beamforming: In

robotic
beamforming,
unmanned vehicles

can cooperatively
generate a strong

link in an otherwise

poorly-connected
environment.
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In traditional transmit beamforming, a number of co-located antennas align their trans-

mission phases such that the wireless signals constructively merge at the remote station,

providing dramatic gains in the received signal power (82). In distributed beamforming,

this is extended to several fixed nodes distributed across space, which emulates a virtual

antenna array (83, 84). In effect, transmit beamforming allows nodes to cooperatively gen-

erate a strong link with dramatic signal to noise ratio (SNR) gains. The existing literature

(83, 84) also describes how to effectively deal with timing and phase synchronization issues

to produce the constructive interference required for beamforming in a distributed setting.

Reference (85) further shows how to do beamforming with only signal magnitude, which

can be useful if phase synchronization is not possible.

We can then extend the same concept to a team of unmanned vehicles and further

utilize their mobility to move to locations better for distributed transmit beamforming.

Consider the scenario shown in Figure 8 where a team of unmanned vehicles need to

establish connectivity to a remote node. However, the link quality for establishing individual

communication is not strong enough in the area. The unmanned vehicles can then utilize

their mobility to move to locations that are best for forming a virtual distributed antenna

array for transmit beamforming. Such robotic beamforming networks have been a subject

of recent studies (42–46). We next pose the underlying communication and motion co-

optimization problem in real channel environments and discuss how an ε-suboptimal solution

can be achieved (45).

Receiving

node

Figure 8: Distributed robotic transmit beamforming: Multiple robots cooperatively gener-

ate a strong communication link to the remote station by optimizing their locations. Figure

adapted from (45).

Consider a case where Nr robots are in a poorly-connected area with ri denoting the

position of robot i. As discussed in Sections 3 and 4, in order to successfully get connected

to the remote station, a minimum received channel power, γth, needs to be satisfied. The

received channel power (in the linear domain) at the remote station, after cooperative trans-

mit beamforming by the Nr robots, is given by
(∑Nr

i=1 α(ri)ρi
)2

where α(ri) = 10Γ(ri)/20

is the channel amplitude when transmitting from location ri, and ρi ∈ [0, 1] is the frac-

tion of the maximum allowable transmit power used by robot i. Note that Γ(ri) de-

notes the received channel power in dB when transmitting from location ri. Let r and

ρ denote the vector of the robot locations and the transmission coefficients respectively.

The connectivity constraint on the overall beamformed signal can then be expressed as∑Nr
i=1 α(ri)ρi ≥

√
γth,lin where γth,lin = 10γth/10 is the minimum required channel power in

the linear domain. The robots can utilize the channel prediction framework of Section 2 to

obtain a conservative estimate of the channel amplitude α̃(ri) at an unvisited location ri,
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such that 20 log10 α̃(ri) = Γ(ri) − ζσ(ri) for some constant ζ ≥ 0, where N (Γ(ri), σ(ri)
2)

is the predicted channel power distribution (in dB), when transmitting from ri, obtained

from Theorem 1.

The optimization problem to successfully connect to the remote station, while mini-

mizing the total energy consumption, can then be expressed as follows (45), where the un-

manned vehicles have to co-optimize their motion variables (r) and communication transmit

power (ρ).

minimize
ri,ρi

KM

Nr∑
i=1

‖ri − r0
i ‖+

nbits

R(r, ρ)
P0

Nr∑
i=1

ρ2
i

subject to
∑
i

α̃(ri)ρi ≥
√
γth,lin

0 ≤ ρi ≤ 1, i = 1, · · · , Nr,

15.

where KM

∑Nr
i=1 ‖ri − r0

i ‖ is the total motion energy consumed to move to final loca-

tions ris from initial locations r0
i s, with KM denoting the motion energy coefficient, and

nbits
R(r,ρ)

P0

∑Nr
i=1 ρ

2
i is the communication energy needed to transmit nbits of information at

rate R(r, ρ) = π1W log2

(
1 + π2P0

(
∑Nr
i=1 α̃(ri)ρi)

2

N0

)
where W , N0, and P0 represent the

bandwidth, the noise power, and the maximum transmit power of a robot respectively, and

π1, π2 are constants depending on the communication scheme.

Theorem 6 The ε-suboptimal solution (final locations r and transmission coefficients ρ) to

the optimization problem of Equation 15 can be found by solving O (Nr/ε) multiple choice

knapsack problems.

See (45) for the proof and more details on the multiple choice knapsack problems. Theorem

6 shows that the robotic beamforming problem can be solved in realistic communication

environments with performance guarantees.

We refer the interested readers to (45) for simulation results on robotic beamforming in

realistic communication environments using Equation 15, which illustrates the benefits of

motion and communication co-optimization.

5.2. Robotic Router Formation

An interesting problem in communication-aware robotics is that of robotic router forma-

tion for optimizing connectivity. There has been a considerable interest in this problem

in recent years (33–35, 39, 86, 87). Consider the case where two remote field nodes need

to communicate but are too far from each other. A number of unmanned vehicles can

act as mobile routers and move to positions optimum for routing the information between

the remote nodes, as illustrated in Figure 9. In earlier work, graph-theoretic approaches

were utilized to optimize connectivity of a mobile relay network, without considering re-

alistic communication channels or the end-to-end performance metrics, while more recent

work has considered co-optimization of communication and motion parameters in realistic

channel environments. We next start by discussing graph-theoretic approaches to solve this

problem followed by considering the true cost of communication and co-optimizing motion

and communication parameters.

5.2.1. A Graph-Theoretic Approach to Robotic Routers. The Fielder eigenvalue is a mea-

sure of how connected a graph is, and can be used as a measure of the connectivity within
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Figure 9: Robotic router formation – Multiple robots need to move to positions best for

acting as relays between two remote nodes that are too far to directly establish connectivity.

a robotic network (39, 86), or between two remote nodes (33). Thus, one possible solution

to the robotic router position optimization problem is to have the unmanned vehicles form

a graph that has a high Fielder eigenvalue. Consider the state-dependent graph G = (V, E)

denoting the network of mobile robots where the set of vertices V = {1, · · · , Nr} is the set

of Nr nodes, with the first and last nodes indicating the fixed remote nodes and the rest

denoting the Nr − 2 robots. Let r = [r1, · · · , rNr ]T denote the location of the nodes. An

edge between robots i and j in the graph is modeled in (33) as a distance-dependent weight

w(ri, rj) = fconn (‖ri − rj‖) that uses a disk model, as follows: fconn is 1 when the distance

between robots i and j is less than a threshold, and rapidly drops to 0 as the distance

increases beyond the threshold (39). The weighted graph Laplacian matrix LG(r) is given

by the entries [LG( r)]ij =

{
−w(ri, rj), if i 6= j∑
i 6=k w(ri, rk), if i = j

.

We then have the following optimization problem to maximize the Fielder eigenvalue of

the robotic network (33)

maximize
ri

λ2 (LG(r)) 16.

where λ2 (LG(r)) denotes the second smallest eigenvalue of the Laplacian matrix (also known

as the Fielder value). Equation 16 can be solved using semi-definite programming (39) or

via a decentralized algorithm using super-gradient (86).

In this Fielder value formulation, however, realistic channel models are not taken into

account and an over-simplified disk model is assumed. Furthermore, the true performance

of a robotic router can be best characterized by how accurately it relays the transmitted

bits between the two remote nodes. The next part then poses a motion and communication

co-optimization problem that takes these considerations into account.

5.2.2. Robotic Router Formation In Realistic Channel Environments. Using the probabilis-

tic channel prediction framework of Theorem 1, the channel power between the (i − 1)th

and ith robots, Γ(ri−1, ri), can be best modeled as a Gaussian random variable with mean

Γ(ri−1, ri) and standard deviation σ(ri−1, ri). We can then pose the following optimization

problem to maximize the probability of correct bit reception between the end nodes, for an
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Ms-QAM communication scheme (35),

maximize
ri

E

{
Nr∏
i=2

(
1− 0.2 exp

{
− 1.5P0

(Ms − 1)N0
10

Γ(ri−1,ri)

10

})}
subject to ri ∈ W, i = 2, · · · , Nr − 1

17.

where Nr is the total number of nodes with the first and last nodes indicating the fixed

remote nodes and Nr − 2 robots in between. ri is then the location of the ith robot,

W ⊆ R2 is the workspace of the robots, P0 is the transmit power, N0 is the noise power,

and Γ(ri−1, ri) is the random variable denoting the estimate of the channel between the

(i− 1)th and ith nodes.

This optimization problem can be well approximated as follows (see (35) for details),

maximize
ri

Nr∑
i=2

ln

(
1− 0.2

(
1 +

1.5P0

(Ms − 1)N0
ξ(ri−1, ri)10

Γ(ri−1,ri)

10

)−ι(ri−1,ri)
)
, 18.

where ι(ri−1, ri) =
(
exp

{
(aσ(ri−1, ri))

2
}
− 1
)−1

and ξ(ri−1, ri) =

exp
{

1.5 (aσ(ri−1, ri))
2}− exp

{
0.5 (aσ(ri−1, ri))

2} with a = ln 10/10.

This formulation allows for mathematical analysis as summarized next.

Theorem 7 If σ(ri−1, ri) < 1
a

√
ln(nPL + 1), Γ(ri−1, ri) ≥

10 log10

(
nPL+1
nPL

(Ms−1)N0
1.5P0

(
ι(ri−1, ri)ξ(ri−1, ri)− ξ(ri−1,ri)

nPL

)−1
)

, and the shadowing

correlation is negligible, then the optimization problem of Equation 18 is concave for a

convex workspace.

See (35) for the proof. Theorem 7 characterizes conditions on the underlying channel

parameters under which the overall maximization problem can become concave. Intuitively,

the stated conditions are sufficient bounds on the uncertainty, resulted from not knowing

the true value of the channel, in order to make the problem concave.

Moreover, if the concavity condition holds, then the optimum solution has the following

properties (see (35)):

Theorem 8 Assume that the concavity condition of Theorem 7 holds. Then the optimal

solution of Equation 18 satisfies the following properties:

1. if KdB,i−i,i > KdB,j−1,j and σ(ri−1, ri) = σ(rj−1, rj), then d∗i−1,i > d∗j−1,j,

2. if KdB,i−i,i = KdB,j−1,j, Γ(ri−1, ri) ≥ 10 log10

(
(Ms−1)N0(exp{1.5 exp{(aσ(ri−1,ri))

2}−0.5}−1)
1.5P0ξ(ri−1,ri)

)
,

Γ(rj−1, rj) ≥ 10 log10

(
(Ms−1)N0(exp{1.5 exp{(aσ(rj−1,rj))

2}−0.5}−1)
1.5P0ξ(rj−1,rj)

)
and

σ(ri−1, ri) > σ(rj−1, rj), then d∗i−1,i < d∗j−1,j,

3. if KdB,i−i,i = KdB,j−1,j and σ(ri−1, ri) = σ(rj−1, rj), then d∗i−1,i = d∗j−1,j,

where d∗i−1,i is the optimal distance between robots i− 1 and i.

Theorem 8 methodically compares the length of two route chains as a function of the experi-

enced underlying channel parameters. Intuitively, it shows that as the predicted mean of the

channel becomes smaller (indicating a lower channel quality) or there is more uncertainty

in channel prediction (higher predicted channel variance), two consecutive robots should
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get closer to each other in the corresponding chain. Such mathematical characterizations

can be valuable in designing robotic routers in realistic environments.

Figure 10 shows the performance of the optimization problem of Equation 18 as well

as the graph-theoretic approach of Equation 16 in a realistic communication environment.

We can see that incorporating realistic channel modeling and estimation has a significant

impact on the performance. See (35) for more details on the experimental results.
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Figure 10: Robotic router optimization – Comparison of the graph-theoretic approach

(Equation 16) with a channel-aware approach (Equation 18) in a realistic communication

environment. Figure adapted from (35).

6. OTHER CONSIDERATIONS IN COMMUNICATION-AWARE ROBOTICS

� Co-optimization of communication and motion: Co-optimization of communi-

cation and motion decisions results in interesting interplays between communication

and motion parameters such as way-points, motion speed, transmission rate and

transmission power. In (65), the motion speed and transmission rate are jointly co-

optimized for a robot traveling along a pre-defined path, while (66) jointly designs

the path/speed and the transmission rate/power along the path, using an optimal

control framework.

� Co-optimization of communication and sensing: Explicitly considering sens-

ing objectives and co-optimizing them with motion and communication has also been

considered in a number of recent work. For instance, (5) designs the path of an infor-

mation gathering aerial vehicle by jointly optimizing its sensing and communication

while in (6), teams of autonomous underwater vehicles plan their paths to collect

informative samples while also optimizing information exchange. In (8, 12), the sens-

ing and communication objectives are explicitly co-optimized for networked robotic

target tracking and surveillance.

� Distributed task servicing: In (20–23), the robots decide how to efficiently allocate

and service tasks among themselves, in a distributed fashion, while being aware of

communication considerations. For example, in (22), the robots execute tasks while

maintaining desirable communication rates amongst themselves, and in (21), robots

maintain connectivity while carrying out their tasks using under-utilized robots as

relays.
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� Data gathering and muling: In (48, 54) robotic data mules plan their trajectories

to gather data from stationary sensing nodes, assuming a disk model of connectivity.

In (51), an unmanned aircraft ferries data between two stationary nodes on a periodic

trajectory, and adaptively allocates the bandwidth along its trajectory to optimize

the amount of transferred data.

� Search and surveillance: The area of multiple robots searching an area, while

maintaining a connected network to effectively cooperate, has also been of interest.

References (10, 11) maintain connectivity throughout the duration of the mission

while in (7) only periodic connectivity is maintained. Reference (8) considers realistic

channel environments and plans search trajectories for optimizing the detection while

co-optimizing for communication with the remote station.

SUMMARY POINTS

In this review, we provided an overview of communication-aware robotics, with

an emphasis on theoretical characterization and understanding optimality guarantees.

Here is a summary of key points.

1. Instead of using over-simplified disk models, robots can use realistic channel models

considering the three major dynamics of path loss, shadowing, and multipath and

probabilistically predict the channel at unvisited locations, for the purpose of path

planning. We then discussed a few theoretical results on different aspects of motion

and communication co-optimization, building on this probabilistic framework, as

we summarize next.

2. An initially-disconnected unmanned vehicle traveling along a pre-defined path can

mathematically characterize the statistics of its traveled distance until connectivity

(First Passage Distance), drawing from the literature on Gauss-Markov process. It

can further optimize its path in order to reach a guaranteed connected spot with

minimum energy consumption. For the latter, we saw that the robot can achieve

an asymptotic ε-suboptimal solution to this optimization problem using a game

theoretic framework.

3. We reviewed results on how multiple robots can optimize their locations/paths in

order to cooperatively enable and optimize connectivity/flow of information. In

particular, we considered robotic beamformers and robotic routers and discussed

properties of the co-optimal communication-motion decisions.

FUTURE ISSUES

Co-optimization of communication and motion and the corresponding use of motion

to ensure robust connectivity is a fairly new research area, especially when it comes to

theoretical understanding and optimality guarantees. Some possible future directions

are as follows.

1. The current state-of-the-art in robotic channel prediction is the probabilistic channel

modeling described in this review. There may be other ways to achieve a better

channel prediction or to reduce the variance of the predicted model as part of future

work.
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2. A team of unmanned vehicles can in principle form any network formation that

achieves any prescribed level of connectivity and information flow. However, more

work is needed in this area to formally solve this problem, in terms of co-optimal

motion and communication decisions.

3. Explicitly considering sensing goals in networked robotic operations is another line

of future work. For instance, there is room for a more fundamental understanding

of the co-optimal sensing, communication, and motion decisions in such networks.

Devising algorithms that are independent of the specifics of a particular networked

sensing operation can also be very beneficial.

4. Different aspects of communication-aware robotics have been considered and solved

in different mathematical frameworks. A unifying approach to this area can be very

useful and is a possible future direction.
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