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Abstract—In this paper we study the impact of the motion of a mobile robot as well as the underlying parameters of the channel on the estimation of the transmitter position in a networked robotic operation. We consider the case that the robot gathers a number of received signal strength (RSS) measurements from a fixed transmitter along its trajectory and use them to estimate the position of the transmitter. We first mathematically characterize two metrics for the estimation performance of the transmitter position: 1) the Cramer-Rao lower bound (CRLB) and 2) the error covariance matrix of a least square (LS) estimator. We then mathematically analyze the impact of the positions of the channel measurements as well as the underlying channel parameters, such as shadowing power, correlation distance, multipath power, and path loss slope, on each metric individually. Motivated by our analysis, we then utilize a motion planning strategy to improve the estimation quality of the transmitter position. Our simulation results confirm our theoretical analysis.

I. INTRODUCTION

The problem of localizing the transmitter in a wireless sensor/robotic network is a well-known problem and has a variety of potential applications such as connectivity maintenance, robotic routers, interference cancelation, and emergency response [1]–[3]. Generally, two types of transmitter position estimation techniques have been proposed in the literature: direct positioning and two-step positioning. Direct positioning refers to the direct assessment of the transmitter position from the signals traveled between the nodes [4]. On the other hand, in two-step positioning, certain signal parameters, such as angle of arrival (AOA), time of arrival (TOA), or received signal strength (RSS), are first extracted. Then, geometric or statistical approaches are used to estimate the transmitter position. Among the various parameters, RSS is used more often as it is readily available in almost any low-cost wireless hardware. Therefore, in this paper we focus on RSS-based localization. In [5], authors considered the ray-tracing model for a specific propagation environment and devise a motion planning strategy, which routes a mobile agent to the transmitter. In [6], authors considered motion planning for model-based localization of a transmitter. In [7], [8], we proposed a probabilistic framework to predict the spatial variations of the RSS, based on a small number of wireless channel measurements. More specifically, we analyzed the effects of the underlying channel parameters on channel prediction quality when the position of the transmitter is known.

In this paper, we focus on estimating the transmitter position based on a small number of RSS measurements. We utilize the realistic multi-scale probabilistic channel model of [7]–[9] and analyze the performance of the transmitter position estimation. Our main goal is to mathematically characterize the impact of the underlying channel parameters as well as the measurement positions on the estimation quality. We consider two performance metrics: the Cramer-Rao lower bound (CRLB) of the localization performance and the error covariance of a least square (LS) estimator. Motivated by our analysis, we then utilize a motion planning strategy to improve the estimation performance.

The rest of this paper is organized as follows. In Section II, we describe the probabilistic multi-scale model of wireless channels. In Section III and IV, we mathematically characterize the impact of the channel underlying parameters as well as sampling positions on the CRLB and the LS estimation error covariance respectively. Section V is then on motion planning for improving the estimation performance. We present our simulation results in Section VI, followed by the conclusions in Section VII.

II. SYSTEM MODEL

In wireless communication literature it is well-established that the RSS between a transmitter and a receiver can be modeled as a multi-scale non-stationary random field with three major dynamics: path loss, shadowing and multipath fading [10]. Let $\mathcal{Y}(q)$ denote the RSS in dB, in the transmission from a fixed transmitter at position $q_0 = [x_0, y_0]^T \in \mathcal{W}$ to a receiver at position $q \in \mathcal{W}$, where $\mathcal{W} \subset \mathbb{R}^2$ denotes a given workspace. We then have the following [10]:

$$
\mathcal{Y}(q) = K_{dB} - 10n_{PL} \log_{10}(\|q - q_0\|) + \xi(q) + \omega(q),
$$

where $K_{dB}$ and $n_{PL}$ are the path loss parameters, and $\xi(q)$ and $\omega(q)$ are zero-mean random variables that represent the effects of shadowing and multipath components in dB, respectively.

In the communication literature, the distribution and spatial correlation of $\xi(q)$ and $\omega(q)$ are typically found based on empirical data [10]. In this paper, we consider a Gaussian distribution for $\xi(q)$, with an exponential correlation, and an uncorrelated Gaussian distribution for $\omega(q)$. The justification of this model, using empirical data, can be found in [7], [8], [11].

Consider the case where the RSS to a fixed transmitter is sparsely measured by a mobile robot along its trajectory at a set of positions $Q = \{q_1, q_2, \cdots, q_k\} \subset \mathcal{W}$, where
$q_i = [x_i, y_i]^T$ denotes the position of the $i$th RSS measurement. Let $D_Q(q_b)$ and $Z_Q$ denote the corresponding distance vector to the transmitter in dB and the stacked vector of the RSS measurements, respectively: $D_Q(q_b) = \begin{bmatrix} 10 \log_{10}||q_1 - q_b||, \cdots , 10 \log_{10}||q_k - q_b|| \end{bmatrix}^T$ and $Z_Q = [z_1, \cdots , z_k]^T \in \mathbb{R}^k$. We have,
\begin{equation}
Z_Q = \begin{bmatrix} D_Q(q_b) \end{bmatrix} + \Xi_Q + \Omega_Q,
\end{equation}
where $1_k$ denotes the $k$-dimensional vector of ones, $\theta = [K_{dB}, n_{PL}]^T$, $\Xi_Q = \begin{bmatrix} \xi(q_1), \cdots , \xi(q_k) \end{bmatrix}^T$ and $\Omega_Q = \begin{bmatrix} \omega(q_1), \cdots , \omega(q_k) \end{bmatrix}^T$. Based on the exponentially correlated Gaussian distribution for $\xi(q)$, $\Xi_Q$ is a zero-mean Gaussian random vector with covariance matrix $\alpha R_{\text{norm}, Q}$, where $\sigma^2 = \alpha R_{\text{norm}, Q}$. If $q_i, q_j, \alpha$ is the power of the shadowing component in dB, and $\beta$ is its correlation distance [7]. Similarly, based on the uncorrelated Gaussian distribution for $\omega(q)$, $\Omega_Q$ is a zero-mean Gaussian vector with the covariance matrix $\sigma^2 I_k$, where $I_k$ is the $k$-dimensional identity matrix and $\sigma^2$ denotes the power of multipath fading in dB. Consequently, the summation of shadowing and multipath terms, i.e., $\Xi_Q + \Omega_Q$, is also a zero-mean Gaussian vector with covariance matrix $R_{\text{tot}, Q} = \alpha R_{\text{norm}, Q} + \sigma^2 I_k$.

III. CRAMER-RAO LOWER BOUND (CRLB) FOR THE ESTIMATION OF THE TRANSMITTER POSITION

Conditioned on the channel underlying parameters, the ML estimation of $q_b$ is given as follows:
\begin{equation}
\hat{q}_{b, \text{ML}} = \arg\max_{q_b} \text{Prob}(Z_Q | q_b, \theta, \alpha, \beta, \sigma) = \arg\max_{q_b} \langle Z_Q - H_Q(q_b) \theta \rangle^T R_{\text{tot}, Q}^{-1} \langle Z_Q - H_Q(q_b) \theta \rangle.
\end{equation}
Finding a closed-form expression for the transmitter position and the corresponding estimation error variance based on this expression is, however, very challenging. Instead, we calculate the inverse of Fisher information, which is the Cramer-Rao lower bound (CRLB) on the covariance of any unbiased estimator of the transmitter position, and use that as a measure of uncertainty. It can be confirmed that for any unbiased estimate of the transmitter position, the estimation error covariance is lower bounded by its CRLB as follows:
\begin{equation}
\text{Var}(\hat{q}_b - q_b)^2 \geq \frac{1}{n_{PL}} \left[ \begin{bmatrix} D_Q, R_{\text{tot}, Q}^{-1} D_Q, y_b \end{bmatrix} \begin{bmatrix} D_Q, R_{\text{tot}, Q}^{-1} D_Q, y_b \end{bmatrix} \right]^{-1} \text{J}^{-1}(Q, q_b),
\end{equation}
where $J(Q, q_b)$ denotes the Fisher information, $D_Q, x_b, y_b$ denotes $\frac{d}{dq_b} D_Q, \frac{d}{dq_b} y_b$. $D_Q, x_b, R_{\text{tot}, Q}$ and $q_b$ represents any unbiased estimation of $q_b$. Next, we mathematically analyze the impact of the underlying channel parameters as well as channel measurement positions on the CRLB. Such a characterization provides a fundamental understanding on how different environmentalists, in terms of the underlying channel parameters, affect the estimation quality of the transmitter position. In Section IV, we then directly characterize the impact of the underlying parameters on the LS estimation of the transmitter position. Our CRLB characterization is also a lower bound for the LS estimation of Section IV and therefore can serve as a benchmark.

A. Impact of the Underlying Channel Parameters and Sampling Positions on CRLB

The next theorem characterizes the impact of the channel parameters on $J^{-1}(Q, q_b)$:

**Theorem III.1.** We have the following properties for the CRLB of (3): 1) for the 1D scenario, $J^{-1}(Q, q_b)$ does not depend on $K_{dB}$ and is a decreasing function of $n_{PL}$; 2) for the 1D scenario, $J^{-1}(Q, q_b)$ is an increasing function of $\alpha$ and $\sigma^2$, for $\alpha, \sigma^2 \in (0, \infty)$ and an invertible $R_{\text{norm}, Q}$; 3) for the 1D scenario, $J^{-1}(Q, q_b)$ is not a decreasing (or increasing) function of $\beta$ for every $Q$; 4) for the 2D scenario and $\frac{d^2}{d\alpha^2} < 1$, we have $J^{-1}(Q, q_b)|_{\beta=\infty} < J^{-1}(Q, q_b)|_{\beta=0}$.

**Proof:** The first property is clear from the form of $J^{-1}(Q, q_b)$. To prove the second property, we use the fact that for a 1D scenario $J^{-1}(Q, q_b) = \frac{1}{n_{PL}} \left( D_Q, x_b, R_{\text{tot}, Q}^{-1} D_Q, x_b \right)^{-1}$. We have $\frac{d}{d\sigma^2} D_Q, x_b, R_{\text{tot}, Q}^{-1} D_Q, x_b = -D_Q, x_b, R_{\text{tot}, Q}^{-1} D_Q, x_b < 0$. Therefore, $J^{-1}(Q, q_b)$ is an increasing function of $\sigma^2$. We also have, $\frac{d}{d\alpha} D_Q, x_b, R_{\text{tot}, Q}^{-1} D_Q, x_b = -D_Q, x_b, R_{\text{tot}, Q}^{-1} R_{\text{norm}, Q} R_{\text{tot}, Q}^{-1} D_Q, x_b < 0$, which implies that $J^{-1}(Q, q_b)$ is an increasing function of $\alpha$. Next we prove the third property. We have $D_Q, x_b = \frac{1}{\ln(10)} \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T$. We consider two extreme cases of $\beta = 0$ and $\beta = \infty$. After some lines of derivations, we can show that
\begin{equation}
D_Q, x_b, R_{\text{tot}, Q}^{-1} \beta=0 D_Q, x_b - D_Q, x_b, R_{\text{tot}, Q}^{-1} \beta=\infty D_Q, x_b = \frac{\alpha}{\sigma^2 (\alpha + \sigma^2)} I_k - \frac{\alpha}{\sigma^2 (\alpha + \sigma^2)} 1_k 1_k^T D_Q, x_b.
\end{equation}
It can be easily confirmed that the matrix $\frac{\alpha}{\sigma^2 (\alpha + \sigma^2)} I_k - \frac{\alpha}{\sigma^2 (\alpha + \sigma^2)} 1_k 1_k^T D_Q, x_b$ is indefinite for $\alpha \neq 0$. Since $D_Q, x_b$ spans $\mathbb{R}^k$, the left hand side of (4) can be positive or negative, depending on $Q$. This proves the third property. To prove the forth property, it suffices to show that $\frac{1}{n_{PL} \ln(10)^2} \leq \frac{1}{n_{PL} \ln(10)^2} \leq k + \frac{1}{n_{PL} \ln(10)^2} \approx k$ for $\frac{\alpha}{\sigma^2 (\alpha + \sigma^2)} \ll 1$. This is equivalent to showing that $D_Q, x_b, (k I_k - 1_k 1_k^T) D_Q, x_b > 0$, which is always true since $k I_k - 1_k 1_k^T$ is a positive-semidefinite matrix.

We next investigate the impact of the channel measurement positions on $J^{-1}(Q, q_b)$. Since the mathematical analysis for a general distribution of positions is considerably challenging, we limit our analysis to the case where our channel measurement positions are far enough from transmitter position.

**Theorem III.2.** Without loss of generality, consider the case that the transmitter is located at the origin. Assume there exists

\footnotetext{1}{Note that in this paper we use the terms “Cramer-Rao lower bound” and “inverse of Fisher information” interchangeably.}
\[ q^* = [\rho \cos(\phi), \rho \sin(\phi)]^T \in \mathcal{W} \text{ such that } ||q_i - q^*|| \ll \rho \forall i. \]

Then, if \( \beta \to 0 \) (uncorrelated channel), trace \( \{J^{-1}(Q, q_b)\} \) is an increasing function of \( \beta \) for sufficiently large \( \beta \).

**Proof:** When \( \beta \to 0 \), we have \( \text{trace} \{J^{-1}(Q, q_b)\} = \frac{\alpha + \sigma^2}{\rho^2} \|D_{Q,x}||^2 + \|D_{Q,y}||^2 \). Since \( ||q_i - q^*|| \ll \rho \), we have \( \|D_{Q,x}|| \approx \frac{10}{\ln(10)^2} \|x_1, \ldots, x_k||^T \) and \( \|D_{Q,y}|| \approx \frac{10}{\ln(10)^2} \|y_1, \ldots, y_k||^T \). Assume \( (\rho_i, \phi_i) \) denotes the polar representation of the displacement of \( q_i \) with respect to \( q^* \). Then we have \( x_i = \rho \cos(\phi) + \rho_i \cos(\phi_i) \) and \( y_i = \rho \sin(\phi) + \rho_i \sin(\phi_i) \). Then \( \|D_{Q,x}||^2 = \frac{\sigma^2}{\rho^2} \left[ k \cos^2(\phi) + 2 \cos(\phi) \sum_{i} \rho_i \cos(\phi_i) \rho + \sum_{i} \rho_i^2 \cos^2(\phi_i) \right] \), \( \|D_{Q,y}||^2 = \frac{\sigma^2}{\rho^2} \left[ k \sin^2(\phi) \rho^2 + 2 \sin(\phi) \sum_{i} \rho_i \sin(\phi_i) \rho + \sum_{i} \rho_i^2 \sin^2(\phi_i) \right] \), and \( \|D_{Q,x}||^2 = \frac{\sigma^2}{\rho^2} \left[ k \cos(\phi) \cos(\phi_i) \rho + \sum_{i} \rho_i \cos(\phi_i) \cos(\phi) \rho + \sum_{i} \rho_i^2 \cos(\phi_i) \cos(\phi) \right] \), where \( \zeta = \frac{10}{\ln(10)} \). After some lines of derivations, it can then be shown that

\[
\frac{\|D_{Q,x}||^2 + \|D_{Q,y}||^2}{\|D_{Q,x}||^2 \|D_{Q,y}||^2 - (\|D_{Q,x}||^2)^2} = \rho^4 \left( k \sum_{i} \rho_i^2 \sin^2(\phi - \phi_i) - \left[ \sum_{i} \rho_i \sin(\phi - \phi_i) \right]^2 \right) \rho^2 + f_2(\rho),
\]

where \( f_1(\rho) \) and \( f_2(\rho) \) are first-order polynomials of \( \rho \). Define \( \psi \triangleq [\rho_1 \sin(\phi - \phi_1), \ldots, \rho_k \sin(\phi - \phi_k)]^T \). Then we have \( k \sum_{i} \rho_i^2 \sin^2(\phi - \phi_i) - \left[ \sum_{i} \rho_i \sin(\phi - \phi_i) \right]^2 = \psi^T [kI_k - 1_k1_k^T] \psi \geq 0 \), since \( kI_k - 1_k1_k^T \) is positive-semidefinite. Therefore, for sufficiently large values of \( \rho \), trace \( \{J^{-1}(Q, q_b)\} \) is an increasing function of \( \rho \).

Theorem III.2 indicates that if trace \( \{J^{-1}(Q, q_b)\} \) is chosen as the objective function for motion planning, the optimal trajectory tends to move the robot towards the transmitter, when the channel measurements are far from the transmitter and channel is spatially uncorrelated. We use this property when designing our motion planning strategy in Section V.

### IV. Least Square (LS) Estimation of the Transmitter Position

In this section, we utilize an unbiased LS estimator for the transmitter position based on a method called *lateration* [12][14]. This estimator is less computationally expensive, as compared to ML estimator, and is more useful for practical purposes. Furthermore, in this approach there exists a closed-form solution for the estimated position and its estimation error covariance, which makes it more suitable for motion planning purposes. Let \( \hat{d}_i \), for \( 1 \leq i \leq k \), denote an estimate of the distance of the \( i \)-th channel measurement to the transmitter. Define \( U \triangleq [x_2 - x_1, \ldots, x_k - x_1]^T, V \triangleq [y_2 - y_1, \ldots, y_k - y_1]^T, A \triangleq 2[U, V] \) and \( b \triangleq [x_2^2 - x_1^2 + y_2^2 - y_1^2, \ldots, x_k^2 - x_1^2 + y_k^2 - y_1^2]^T - [d_2^2 - d_2^2, \ldots, d_k^2 - d_k^2]^T. \) In the lateration method, the LS estimate of the transmitter position is found by minimizing \( \|Aq_b - b\| \) which results in

\[
\hat{q}_{b,LS} = (A^T A)^{-1} A^T b.
\]

The necessary and sufficient condition for this estimator to be unbiased is \( \mathbb{E}\{\hat{d}_i^2\} = d_i^2 \), for all \( i \). An estimate of \( d_i \) that has this property is given as follows:

\[
\hat{d}_i = e^{K \Delta m - z_i - q_i^*},
\]

where \( q^* = [\rho \cos(\phi), \rho \sin(\phi)]^T \in \mathcal{W} \text{ such that } ||q_i - q^*|| \ll \rho \forall i. \) We then have the following properties: 1) trace \( \{C_{LS}(Q, q_b)\} \)

\[
C_{LS}(Q, q_b) = (A^T A)^{-1} A^T C_b A(A^T A)^{-1},
\]

where \( C_b \) denotes the covariance matrix of \( b \). In order to find \( C_b \), we need to calculate \( \mathbb{E}\{\hat{d}_i^2\} \), and \( \mathbb{E}\{\hat{d}_i^2 \hat{d}_j^2\}, \text{ for all } i \neq j \). We have

\[
\mathbb{E}\{\hat{d}_i^2\} = e^{4K \Delta m - 4e^2(\alpha + \sigma^2)} \mathbb{E}\{e^{-4q_i^*}\} = e^{4e^2(\alpha + \sigma^2)} d_i^2.
\]

To calculate \( \mathbb{E}\{\hat{d}_i^2 \hat{d}_j^2\} \), however, the distribution of \( z_j \) conditioned on \( z_i \) needs to be characterized. We can easily confirm that the pdf of \( z_j \), conditioned on \( z_i \) and the channel parameters is given by a Gaussian distribution with mean

\[
\text{mean} = \mu_j = e^{\alpha + \sigma^2} e^{-e^{-2(z_i - K \Delta m)}} (z_i - K \Delta m) + n\mu_i D_i(q_b)
\]

and variance \( \sigma^2 = e^{2\alpha + \sigma^2} e^{-e^{-2(z_i - K \Delta m)}} \) (see Section II of [7] for more details). After some straightforward calculations, we obtain

\[
\mathbb{E}\{\hat{d}_i^2 \hat{d}_j^2\} = e^{4K \Delta m - 4e^2(\alpha + \sigma^2)} \mathbb{E}\{e^{-2q_i^*}\} \mathbb{E}\{e^{-2q_j^*}\} \mathbb{E}\{e^{-2q_i^*}\}
\]

\[
= e^{4e^2 \alpha \omega - \phi_1^2 \phi_1^2} \mathbb{E}\{\hat{d}_i^2 \hat{d}_j^2\}.
\]

Let us define \( T_{k \times k} \) with \( [T]_{i,j} = e^{4q_i^*} \mathbb{E}\{\hat{d}_i^2 \hat{d}_j^2\}; i,j = 1. \) Consider the following decomposition of \( T \):

\[
T = \begin{bmatrix}
\delta_{1 \times 1} & \phi_{k-1 \times 1}^T \\
\phi_{k-1 \times 1} & \Delta_{k-1 \times k-1}
\end{bmatrix}.
\]

The covariance matrix of the vector \( b \) can be then rewritten as

\[
C_b = \delta_{1 \times 1} d_1^2 k_{k-1}^2 + \Gamma \Delta \Gamma - d_1^2 \Gamma k_{1 \times k-1}^T - d_1^2 \phi_{1 \times k-1}^T \Gamma,
\]

where \( \Gamma = \text{diag} [d_2^2, \ldots, d_k^2] \). Next, we investigate the impact of the underlying channel parameters on the LS estimation of the transmitter position.

### A. Impact of the Underlying Channel Parameters and Sampling Positions on the Error Covariance of the LS Estimator

The next theorem characterizes the impact of the channel parameters on \( C_{LS}(Q, q_b) \):

**Theorem IV.1.** Without loss of generality, consider the case that the transmitter is located at the origin. Assume there exists \( q^* = [\rho \cos(\phi), \rho \sin(\phi)]^T \in \mathcal{W} \text{ such that } ||q_i - q^*|| \ll \rho \forall i. \) Then we have the following properties: 1) trace \( \{C_{LS}(Q, q_b)\} \)
is independent of $K_{db}$ and a decreasing function of $n_{PL}$; 2) trace$(C_{LS}(Q,q_b))$ is a decreasing function of $\alpha$ and $\sigma^2$; 3) if $\frac{m-n-q_{i}\delta_2}{2m} \ll 1 \forall i,j$, trace$(C_{LS}(Q,q_b))$ is a decreasing function of $\beta$.

Proof: Under the assumption that $\|q_i - q^*\| \ll \rho \forall i$, we have $d_i \approx \rho \forall i$. Hence,

$$C_b \approx \rho \left( \delta_1 k^{-1} I_{k-1} + \Delta - k^{-1} \varphi T - \varphi' T \right)$$

(13)

As can be seen, $C_b$ is not a function of $K_{db}$. We also have $\frac{d}{d\alpha}[\varphi(i,j)] = -\frac{2\pi s}{2\pi n_h} R_{n_{th},Q} \circ (T + 1k_1k_1)$, where $\circ$ denotes the Hadamard product. Since $R_{n_{th},Q}$ and $\mathbf{Y} = 1k_1k_1$ are both positive definite matrices, from Theorem 7.5.3 of [15] it can be confirmed that $\frac{d}{d\alpha}[\varphi(i,j)] < 0$. Thus, we have $C_{LS}(Q,q_b) = \sum_{i=1}^{2} e_i\mathbf{Y}^{-1}e_i^T (A'A)^{-1} A_i^T \frac{d}{d\alpha}[\varphi(i,j)]e_i \leq 0$.

In order to show that trace$(C_{LS}(Q,q_b))$ is an increasing function of $\alpha$, it suffices to show that $\frac{d}{d\alpha}[\mathbf{Y}] > 0$. We have $\frac{d}{d\alpha}[\mathbf{Y}]_{i,j} = -\frac{2\pi s}{2\pi n_h} R_{n_{th},Q} \circ (T + 1k_1k_1)$. Since $R_{n_{th},Q}$ and $\mathbf{Y} = 1k_1k_1$ are both positive definite matrices, similarly we can show that $\frac{d}{d\alpha}[\mathbf{Y}] > 0$, which results in $\frac{d}{d\alpha}[\text{trace}(C_{LS}(Q,q_b))] \geq 0$. Furthermore, we have $\frac{d}{d\alpha}[C_b] = 4\rho^2 e^{4\rho^2(\alpha^2 - \sigma^2)}(1k_1k_1 + I_k)^{-1}$, which implies that trace$(C_{LS}(Q,q_b))$ is an increasing function of $\sigma^2$. We next prove the third property. Under the assumption that $\frac{d}{d\alpha}[\varphi(i,j)] = 1 \forall i,j \leq k$, we have

$$[\mathbf{Y}]_{i,j} = e^{4\rho^2(\alpha^2 - \sigma^2)} - 1 \approx e^{4\rho^2(\alpha^2 - \sigma^2)} - 1 - 4\rho^2 e^{4\rho^2\alpha} \frac{d}{d\alpha}[\varphi(i,j)]$$

Therefore, we have $\frac{d}{d\alpha}[\mathbf{Y}]_{i,j} = 0 \forall i,j \leq k$. Let $T_{Q_{\mathbf{C}}}$ represent the distance matrix corresponding to $Q'$, where $Q' = \{q_1, q_2, \ldots, q_k\}$. We have $[T_{Q_{\mathbf{C}}}]_{i,j} = \|q_i - q_j\|_2$. Define $Q'_{\mathbf{C}}(q_1) = \|q_1 - q_2\|_2, \|q_1 - q_3\|_2, \ldots, \|q_1 - q_k\|_2$. We then have $\frac{d}{d\alpha}[Q_{\mathbf{C}}] = 2\rho^2 e^{4\rho^2} (T_{Q_{\mathbf{C}}} - 1k_{1\mathbf{C}})(q_1 - \mathbf{z}_{\mathbf{C}}(q_1)_{1k_{1\mathbf{C}}})$. In Theorem 4 of [7], we utilized several properties of Euclidean distance matrices and showed that $1k_{1\mathbf{C}}(q_1)_{1k_{1\mathbf{C}}} - T_{Q_{\mathbf{C}}}$ is positive-semidefinite. Therefore, we have $\frac{d}{d\alpha}[C_b] \leq 0$ for sufficiently large values of $\beta$, which completes the proof.

Remark IV.1. Consider the scenario of Theorem IV.1. From (13), we have $C_b|_{\beta = 0} = (e^{4\rho^2(\alpha^2 - \sigma^2)} - 1)\rho^2(1k_1k_1 + I_k)$ and $C_b|_{\beta = \infty} = (e^{4\rho^2(\alpha^2 - \sigma^2)} - e^{4\rho^2(\alpha^2 - \sigma^2)})\rho^2(1k_1k_1 + I_k)$. Therefore, $C_b|_{\beta = 0} \geq C_b|_{\beta = \infty}$, which results in $C_{LS}(Q,q_b)|_{\beta = 0} \geq C_{LS}(Q,q_b)|_{\beta = \infty}$.

Fig. 1 shows the impact of $\beta$ on $\text{trace}(C_{LS}(Q,q_b))$. In this example, the transmitter is located at $q_b = [0, 0]^T$. The robot takes $k = 10$ measurements randomly in a $1$ by $1$ m square neighborhood of $[10, 10]$. As can be seen for small values of $\beta$, i.e. $\beta < 0.3m$, the estimation error of the transmitter position is an increasing function of $\beta$. However, as $\beta$ is becoming sufficiently large compared to the distance between the measurements, $\text{trace}(C_{LS}(Q,q_b))$ becomes a decreasing function of $\beta$, as shown in Theorem IV.1.

We next investigate the impact of the sampling positions on the estimation quality of the LS approach. The next theorem shows that as a fixed constellation of channel measurements moves towards the transmitter, $\text{trace}(C_{LS}(Q,q_b))$ decreases. We utilize this property in Section V when introducing our motion planning strategy.

Theorem IV.2. Let $Q = \{q_1, q_2, \ldots, q_k\}$ and $Q' = \{q_1, q_2, q_3, \ldots, q_k\}$ represent two sets of measurement positions such that $q_i = q_1 + q_{dis}$ and $d_i' \leq d_i$ for $1 \leq i \leq k$, where $q_{dis}$ denotes the fixed displacement vector and $d_i' = \|q_i' - q_i\|$. Then, if $\beta \to 0$ (uncorrelated channel), $\text{trace}(C_{LS}(Q',q_b)) \leq \text{trace}(C_{LS}(Q,q_b))$.

Proof: Define $\Gamma' \triangleq \text{diag}(d_2^2, d_2^2, \ldots, d_k^2)$. Under the assumption of $\beta = 0$, we have $C_b' = (e^{4\rho^2(\alpha^2 - \sigma^2)} - 1)(d_2^2 1k_{1\mathbf{C}} + \Gamma' \Gamma'^2)$. Since $d_i' \leq d_i$, it can be easily confirmed that $C_b' \leq C_b$. On the other hand, if $q_i' = q_i + q_{dis}$, we then have $[U']_{\mathbf{V}} = x_i' = x_i - x_i = [U]_{\mathbf{V}}$, which results in $\text{trace}(C_{LS}(Q',q_b)) \leq \text{trace}(C_{LS}(Q,q_b))$.

One of the disadvantages of the lateration-based LS estimator is the sensitivity to the relative positions of the measurements. Next theorem shows the resulting impact of the number of the sampling positions on the estimation error of the transmitter position.

Theorem IV.3. The estimation error variance of the transmitter position in the LS approach depends on the sampling positions and it is not necessarily a decreasing function of the number of measurements.

Proof: We skip the proof due to page limit.

Theorem IV.3 implies that the lateration-based LS estimator does not necessarily result in a better estimation quality as we take more measurements. For instance, consider the scenario where two samples are taken from the workspace randomly. If the third sample is taken on a line which passes through the first two samples, then matrix $A$ would not be full rank, which degrades the estimation quality drastically. Therefore,
the relative position of the samples should be chosen wisely, as explained in the next section.

V. MOTION PLANNING FOR IMPROVING THE TRANSMITTER LOCALIZATION PERFORMANCE

In the previous sections, we studied two approaches for transmitter localization in wireless sensor networks. More specifically, we characterized the effects of the underlying channel parameters as well as sampling positions on the localization performance of both approaches. Consider the case, where a number of mobile robots gather a number of channel measurements along their trajectories and estimate the transmitter position based on these measurements. Obviously, the trajectories of the robots affect the transmitter localization performance, as both the CRLB of (3) and estimation error covariance of (8) are functions of the positions of the channel measurements. A natural question is then as follows: how can we design the trajectory for a mobile robot such that the collected channel measurements along the trajectory result in the best estimate of the transmitter location at the end of the operation? Next, we look at the implication of the previous analysis for such a motion optimization, based on a greedy sub-optimal approach, in order to improve the localization performance.

Assume that a mobile robot estimates the position of a transmitter in the workspace \( W \) using the gathered samples along its trajectory. Let \( Q_t = \{q_{t-k_w+1}, \ldots, q_t\} \subset W \) represent the set of last \( k_w \) channel measurement positions along the trajectory of the robot up to time \( t \), where \( q_t \) denotes the position of the robot at time \( t \) and \( k_w \) represents the window size. Let \( \Psi(Q_t, q_b) \) denote a measure of uncertainty when the transmitter position is estimated using the measurements in \( Q_t \). In this section, we consider the following uncertainty measures:

1) CRLB-based motion planning:
\[
\Psi(Q_t, q_b) \triangleq \text{trace} \left\{ J^{-1}(Q_t, q_b) \right\}. \tag{14}
\]

2) LS-based motion planning:
\[
\Psi(Q_t, q_b) \triangleq \text{trace} \left\{ C_{LS}(Q_t, q_b) \right\}. \tag{15}
\]

Let \( \hat{q}_{b,t} \) denote the estimate of the mobile robot at time \( t \) using its last \( k_w \) channel measurements. Note that in the CRLB approach, we use the ML estimator of (2) in order to estimate the transmitter position in each step. On the other hand, for the LS-based motion planning of (15), we use the LS estimator of (6) in each step. Assume a mobile robot with the following discrete-time holonomic dynamics:
\[
q_{t+1} = q_t + u_t, \quad \|u_t\| \leq u_{\max}, \tag{16}
\]
where \( u_t \) is the control input of the robot at time \( t \) and \( u_{\max} \) is its maximum step size. We can then find the next position of the robot by minimizing the uncertainty measure at time \( t+1 \). We have the following motion optimization problem to find the next best position of the robot at time \( t+1 \):
\[
q_{t+1} = \arg\min_{q_{t+1}} \Psi(Q_t \cup \{q_{t+1}\}, \hat{q}_{b,t}) \quad \text{s.t.} 1) q_{t+1} = q_t + u_t, \quad 2) \|u_t\| \leq u_{\max}, \quad 3) q_{t+1} \in \mathcal{V}_t, \tag{17}
\]

where the time-varying set \( \mathcal{V}_t \) is defined as follows:
\[
\mathcal{V}_t \triangleq \left\{ q \in W \left| \frac{(q - q_b)\mathcal{T}(\hat{q}_{b,t} - q_t)}{||q - q_b||} \mathcal{T}(\hat{q}_{b,t} - q_t) > \varepsilon \right. \right\}, \tag{18}
\]
for a given \( 0 < \varepsilon < 1 \). By selecting the next position of the robot from \( \mathcal{V}_t \), we guarantee that the robot moves within a cone which points towards the current estimate of the transmitter position. Note that this constraint improves the estimation quality, specially when the robot is far enough from the transmitter (see Theorem III.2 and Theorem IV.1). However, this constraint can be released as the robot becomes closer to the transmitter.

The LS approach is a geometric-based approach and is not statistically optimum. Therefore, more samples would not necessarily result in a better estimation quality (as we showed in Theorem IV.3). Furthermore, the newer channel measurements are more informative for localization purposes. This explains why we choose to use a window size. Note that the window size can also reduce the computational complexity. We also assume that the robot collects a number of a priori measurements before it starts the motion optimization.

VI. SIMULATION RESULTS

In this section, we present our simulation results for localizing a transmitter using a mobile robot. The workspace is a 100m by 100m square, where the transmitter is located at position \( q_b = [50, 50] \) m. The received signal strength \( Y_{\text{dB}}(q) \) is generated using our probabilistic channel simulator [16] with the following channel parameters: \( K_{\text{dB}} = -10 \) dB, \( n_{\text{PL}} = 2, \sqrt{\alpha} = 2 \) dB and \( \sigma = 0.87 \) dB. In order to show the effects of the channel correlation, we simulate two channels with \( \beta = 0 \) (uncorrelated), \( \beta = 20 \) m (highly correlated). The rest of the parameters are chosen as follows: \( k_w = 20, \varepsilon = \frac{20}{\sqrt{2}}, u_{\max} = 5 \) m.

Fig. 2 shows the trajectory of the robot after using the motion planning strategy of (17). The upper and lower rows correspond to the cases where CRLB-based and LS-based motion planning approaches are used, respectively. From left to right, the channels experience a shadowing component with \( \beta = 0 \) and \( \beta = 20 \) m, respectively. In all the figures, the trajectory of the robot is superimposed on a plot of the RSS. The empty boxes and the filled ones in the figures also denote the initial and final positions of the robot, respectively. Fig. 3 compares the time evolution of the uncertainty measure of both CRLB and LS approaches for the two cases of \( \beta = 0 \) and \( \beta = 20 \) m. Note that for the CRLB-based approach, the transmitter position is estimated using an ML estimator in each time step. For further comparison, we also simulated the case where a random trajectory is used for the robot in both ML and LS approaches. In the random trajectory case, the time evolution of \( \Psi(Q_t, q_b) \) is plotted after averaging over
50 different trajectories. Unlike the optimal case, however, all the collected channel measurements are used in the estimation process (or equivalently $k_w$ is selected very large) in this case. Also, the case of Random (ML) refers to the case where the transmitter position is estimated using the ML estimator of (2) at every step.

For the optimized CRLB and LS approaches, Fig. 2 shows that the robot reaches the transmitter after some times. The mobile robot in the LS-based approach, however, moves towards the transmitter less smoothly than in the CRLB-based approach. Another observation is that in Fig. 3 the asymptotic performance of both CRLB and LS approaches are better in the right figure than in the left one. For instance, the estimation performance of the LS-based approach after 80s is 7dB better in the case of $\beta = 20$ as compared to the case of $\beta = 0$. This is due to the fact that the performance of transmitter localization improves for very large $\beta$, as explained previously. Finally, by comparing the performance to the case of random trajectories, it can be seen that optimizing the trajectory based on the CRLB or LS approaches, can improve the transmitter localization performance considerably.

**Fig. 2:** The trajectory of the robot after using the motion planning strategy of (17). The upper and lower rows correspond to the cases where CRLB and LS approaches are used, respectively. From left to right, the channels experience a shadowing component with $\beta = 0$ and $\beta = 20$ m, respectively.

**Fig. 3:** Time evolution of $\Psi(Q, q_b)$ for both CRLB and LS approaches for the two cases of $\beta = 0$ (left) and $\beta = 20$ m (right).

**VII. CONCLUSION**

In this paper, we studied the problem of localizing a transmitter position using the probabilistic model of channel variations in a networked robotic operation. We considered the Cramer-Rao lower bound (CRLB) of the localization error as well as the error covariance matrix of a least square (LS) estimator. We then mathematically analyzed the impact of the positions of the channel measurements as well as the underlying channel parameters, such as shadowing power, correlation distance, multipath power, and path loss slope, on the localization performance. Motivated by our analysis, we then utilized a motion planning strategy in order to improve the localization performance. Our simulation results confirmed the theoretical analysis.
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