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ABSTRACT
In this paper, we are interested in estimating the angle of arrival (AoA) of all the signal paths arriving at a receiver array using only the corresponding received signal magnitude measurements (or, equivalently, the received power measurements). Typical AoA estimation techniques require phase information, which is not available in some WiFi/Bluetooth receivers, and is further challenging to properly measure in a synthetic antenna array due to synchronization issues. In this paper, we then show that AoA estimation is possible with only the received signal magnitude measurements. More specifically, we first propose a framework, based on the spatial correlation of the received signal magnitude, to estimate the AoA of signal paths from fixed signal sources (both active transmitters and passive objects). Next, we extend our AoA estimation framework to a dual setting, and further utilize a particle filter, to show how a moving target (both active transmitters and passive robots/humans) can be tracked, based on only the received signal magnitude measurements of a small number of fixed receivers. We extensively validate our proposed framework with several experiments (total of 22), in both closed and open areas. More specifically, we first utilize a robot to emulate an antenna array, and estimate the AoA of active transmitters, as well as passive objects using only the received WiFi signal magnitude measurements. We next validate our tracking framework by using only three off-the-shelf WiFi devices as receivers, to track an active transmitter, a passive robot that writes the letters of IPSN on its path, and a walking human. Overall, our results show that AoA can be estimated, with a high accuracy, with only the received signal magnitude measurements, and can be utilized for high quality angular localization and tracking.
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1 INTRODUCTION
In recent years, there has been an increasing interest in using Radio Frequency (RF) signals to obtain information about our surroundings. Imaging, localization, tracking, occupancy estimation, and human activity recognition are some of the many RF sensing applications [3, 5–9, 14, 19, 30]. Localization and tracking, in particular, are crucial techniques that can be useful in many scenarios such as emergency response, radio navigation, security, surveillance, and smart homes. Angle of Arrival (AoA) estimation, on the other hand, is an important problem that can be used towards localization and tracking. However, most AoA estimation approaches require synchronized phase information, which cannot be obtained on a synthesized array of off-the-shelf RF transceivers.

In this paper, we show how to estimate the AoA of the signal paths arriving at a receiver array, only from the received signal magnitude measurements (or, equivalently, the received power measurements). We then propose a unified framework for angular localization of fixed passive/active objects, as well as tracking of passive/active targets, using our magnitude-only AoA estimation foundation.

AoA estimation is a classical problem that has gained considerable attention in the field of array signal processing. Many solutions have been proposed in the literature, including traditional beamforming [28], MUSIC [24], and ESPRIT [23]. All of these techniques assume that the received signal phase measurements are available and synchronized across the elements of a measurement array. However, many of the commercial off-the-shelf (COTS) wireless devices do not provide stable absolute phase measurements [33], making the synthesis of a long array not possible due to synchronization issues. There have been attempts to stabilize the phase measurements in COTS devices (e.g., Intel 5300 WLAN card), but these approaches do not result in synchronized phase measurements required for array signal processing [33]. Few works have investigated the problem of AoA estimation using only the signal power (or equivalently, magnitude) measurements at the array elements. For instance, in [18], mechanical steering of a directional antenna is utilized, whereas in [21], special type of antennas that have multiple radiation patterns are used. Such work, however, require custom-made hardware. As for array processing techniques using magnitude-only measurements, [15] proposes a sparsity-based optimization problem which assumes the knowledge of the number of sources, and [26] proposes an algorithm that can only find a function of the differences between the AoAs, but not the AoAs themselves. Furthermore, the
of active transmitters and passive objects, using only WiFi magnitude measurements. Our angular localization has an overall Mean Absolute Error (MAE) of 2.44°, and only takes an average of 0.45 seconds to localize up to four sources/objects. We next validate our tracking framework by using only three off-the-shelf WiFi devices as receivers, and track an active transmitter, a passive robot that writes the letters of IPSN on its path, and a walking passive human. Our tracking approach can achieve an MAE of 20 cm for active targets and 26.75 cm for passive ones, and only takes an average of 1.05 seconds to run per 1 m of tracking length. Overall, our results show that AoA can be estimated, with a high accuracy, with only the received signal magnitude measurements, and can be used for efficient angular localization and tracking.

We note that if phase can be more reliably synchronized in a synthesized array of COTS receivers in future, then our approach can provide an additional sensing mechanism for AoA estimation, and can thus result in a considerably better overall estimation quality using both magnitude and phase. The rest of this paper is organized as follows. In Sec. 2, we show our problem formulation for a general setting of signal paths arriving at an array. In Sec. 3, we propose a framework for AoA estimation of signals arriving from fixed sources, and the corresponding angular localization of objects, and show its performance through extensive experiments. In Sec. 4, we adapt our framework to track a moving target. We experimentally validate our proposed approach for tracking active and passive moving targets, including humans and robots. Finally, we present a discussion on the limitations and future extensions of our proposed approach in Sec. 5, and conclude in Sec. 6.

2 OUR AOA ESTIMATION FOUNDATION

Consider N signal paths arriving at a linear receiver array at various angles, as shown in Fig. 1. These signal paths can be caused by active transmitting sources or by passive objects that got illuminated through a transmission in the area. We are then interested in estimating the AoA of these paths, corresponding to all the N sources/objects, using only the magnitude of the received signal at each antenna of the receiver array.\(^1\) Note that for the case of passive objects, AoA estimation results in the angular localization of the objects. In this section, we show that the magnitude of the received signal at the array contains information about the AoA of all the signal paths. This foundation will then be the base for our proposed framework of Sec. 3 to estimate the AoA of all the sources, as well as for our proposed tracking approach of Sec. 4.

Consider the receiver array of Fig. 1. Let \(d\) denote the distance from the first antenna, as denoted on the figure. The baseband received signal, due to the \(N\) arriving paths, can be written as a function of distance \(d\) as follows [13],

\[
c(d) = \sum_{n=1}^{N} \sigma_n e^{j(\lambda d_n - \frac{2\pi}{\lambda} d \cos(\phi_n))} + \eta(d),
\]

where \(\sigma_n\) is the amplitude of the \(n\)th signal path, \(\lambda\) is the wavelength of the signal, \(\phi_n\) is the AoA of the \(n\)th path (measured with respect to the x-axis), \(\mu_n\) is the phase of the \(n\)th signal at the first antenna of the

---

\(^1\)We use the term "source" for both active transmitters and passive objects in this paper.
array, and \( \eta(d) \) is the receiver noise. Let \( A_{\text{corr}}(\Delta) \) denote the auto-correlation function of the baseband received signal magnitude, \( |c(d)| \), at lag \( \Delta \).

**Lemma 2.1.** \( A_{\text{corr}}(\Delta) \) can be written as follows [13],

\[
A_{\text{corr}}(\Delta) = C_A + C_{\sigma_n} \delta(\Delta) + \sum_{n=1}^{N-1} \sum_{m=n+1}^{N} C_{m,n} \cos \left( \frac{2 \pi \Delta}{\lambda} (\psi_n - \psi_m) \right),
\]

where \( C_A \) is a constant that depends on the total signal power, \( C_{\sigma_n} \) is a constant that depends on the noise variance \( \sigma_n^2 \) and the signal power,

\[
C_{m,n} = \frac{\pi a_m^2 a_n^2}{\lambda |\psi_n - \psi_m|}, \quad \psi = \cos(\phi_n), \quad P = \sum_{n=1}^{N} a_n^2 \text{ is the total power of the received signal}, \quad \text{and } \delta(.) \text{ is the Dirac Delta function.}
\]

**Proof.** See Appendix A.

Then, by taking the Fourier transform of \( A_{\text{corr}}(\Delta) \), we get,

\[
\mathcal{A}(f) = C_A \delta(f) + C_{\sigma_n} + \frac{1}{2} \sum_{n=1}^{N-1} \sum_{m=n+1}^{N} C_{m,n} \left[ \delta(f - \frac{\psi_n - \psi_m}{\lambda}) + \delta(f + \frac{\psi_n - \psi_m}{\lambda}) \right].
\]

Eq. 3 shows that \( |\mathcal{A}(f)| \) has peaks at the frequencies \( \pm (|\psi_n - \psi_m|)/\lambda \), for \( 1 \leq n < m \leq N \).\(^2\) For the sake of simplicity, we normalize the frequency with respect to \( 1 \), so that the peaks in the spectrum occur at \( \pm |\psi_n - \psi_m| \), \( 1 \leq n < m \leq N \). It can be seen from Eq. 3 that the locations of the peaks of \( |\mathcal{A}(f)| \) contain information about the AoA of the \( N \) signal paths. In the next section, we then propose a framework to use this information and estimate all the AoAs.

### 3 AOA ESTIMATION FOR FIXED SOURCES/OBJECTS

In this section, we consider the scenario where there are unknown fixed active or passive signal sources located in an area. We are then interested in estimating the AoAs of the signals from these sources at the receiver array, thus localizing the direction of these sources/objects, using only the magnitude of the corresponding received signal measurements. The signal measurements can be obtained by using an array of fixed antennas, or by using an unmanned vehicle that utilizes its motion to collect measurements along a route, thus synthesizing an antenna array. We next propose a framework to estimate the AoAs of signals from fixed sources. We present extensive experimental results for estimating the AoAs for both active and passive cases.

### 3.1 AoA Estimation Methodology

Consider \( N \) signal sources present on one side of a receiver array, i.e., sources whose AoAs \( \{\psi_n, 1 \leq n \leq N\} \) satisfy \( 0^\circ \leq \psi_n < 180^\circ \) (see Fig. 1). Let \( \Psi = \{\psi_1, \psi_2, \ldots, \psi_N\} \), where \( \psi_n = \cos(\phi_n) \). Define the function \( D(U) \) on a set of real numbers \( U \) as the set of all the unique pairwise distances between the elements of \( U \), i.e., \( D(U) = \{u_i - u_j : u_i, u_j \in U, i \neq j\} \). Let \( Q \) be the set of the absolute values of the pairwise differences of the cosines of AoAs, i.e., \( Q = D(\Psi) \). Without loss of generality, we assume that \( Q \) is ordered: \( Q = \{q_1, q_2, \ldots, q_M\} \), \( q_1 > q_2 > \cdots > q_M \). We are then interested in estimating \( \Psi \), and hence the AoAs, using the set of pairwise distances \( Q \), obtained using Eq. 3.

The problem of estimating a set of \( N \) real numbers, \( B \), given the multiset of absolute differences (distances) between every pair of numbers, \( \Delta B \), is called the Turnpike problem \([16]\). This problem has been explored extensively in the literature and solvers have been proposed for finding its solution \([16]\). However, it is not possible to obtain a unique solution set using just the set \( \Delta B \). For instance, for a solution \( B \), the sets obtained through translation \( B + \{e\} = \{b + e : b \in B\} \), mirroring \( -B = \{-b : b \in B\} \), or a combination of both \( -B + \{e\} \), would also result in the same set of distances \( \Delta B \), for any constant \( e \). Furthermore, when the number of points \( N \geq 6 \), there exist other possible solutions that do not arise from the above construction \([16]\).

The existing solvers for the Turnpike problem require that the set of distances should contain all the \( \binom{N}{2} \) pairwise distances (or that we know the multiplicity of the non-distinct distances, if any), and they suffer from the translation and mirroring ambiguities as well as other ambiguities. In our AoA estimation problem though, we will not know the multiplicity of the possible non-distinct distances. Furthermore, we also have to resolve the aforementioned translation and mirroring ambiguity. Thus, we cannot utilize the solvers proposed for the Turnpike problem in our setting. Therefore, in this section we propose our approach to estimate the AoAs from the pairwise cosine distances.

In order to overcome the ambiguity arising due to the translation and mirroring of \( \Psi \), we can place a reference signal source (i.e., a transmitter) at one extreme of the span of angles, say \( \psi_{\text{ref}} = 0^\circ \), so that \( \psi_{\text{ref}} = 1 \). This also implies that any valid solution set would only contain \( \psi \)s that are less than or equal to \( \psi_{\text{ref}} \), a condition we then utilize in our proposed methodology. However, there still exist multiple solutions for a set \( Q \).

We next describe our proposed algorithm to first find all the valid sets of solutions \( \{\psi_n : 1 \leq n \leq N\} \), for a given distance set \( Q \). Then, we show how we can reduce the number of valid solutions (and possibly obtain a unique solution) by utilizing measurements from two arrays in different configurations.

---

\(^2\) Note that the Fourier transform of \( |c(d)|^2 \) also has a similar frequency content. However, the spectrum of \( |c(d)|^2 \) is considerably more noisy, as compared to \( \mathcal{A}(f) \), since the effect of noise is minimized in the auto-correlation, due to the uncorrelated nature of the noise.
sets corresponding to $\Psi$, given the ordered set of distances $\mathcal{Q}$, the AoA corresponding to the reference source at $\varphi_{\text{ref}} = 0^\circ$, and the estimated number of sources (denoted by $\hat{N}$). We show how to estimate the number of sources in Sec. 3.1.2. Without loss of generality, we take the sets $\Psi$ and $\mathcal{Q}$ to include the impact of the new added reference source at $\varphi_{\text{ref}}$, i.e., $\Psi = \{\varphi_{\text{ref}}, \varphi_1, \ldots, \varphi_{N-1}\}$. Then, we are interested in estimating the angles of the rest $N-1$ unknown sources.

The rightmost and leftmost extreme points of the set $\Psi$ are defined by $\varphi_{\text{ref}} + \mathcal{Q}$, $\varphi_{\text{ref}}$, respectively, as shown in Fig. 2. Consider the positioning of the next point $\varphi_i$, corresponding to $q_i$. Fig. 2 shows the two possible valid position choices for it. Both these will result in a valid solution set. Similarly, for each of the remaining distances $q_i$, $3 \leq i \leq M$, there exist a pair of positions on the line in Fig. 2, whose distance to the two extreme points correspond to that $q_i$. It is easy to confirm that these two positions are the only possible positions given the monotonicity of the set $\mathcal{Q}$. This observation is the base of our proposed approach, which we detail next. Let the set $\hat{\mathcal{S}}$ denote the set of all the sets of valid solutions. We start with a valid partial solution, where a Valid Partial Solution (VPS) is a set $\mathcal{S}$ such that $D(S) \subseteq \mathcal{Q}$. We then find all the valid solutions, as follows:

**Initialization:** We initialize the set of VPSs with $S^{(1)} = \{\varphi_{\text{ref}} - q_1, \varphi_{\text{ref}}\}$, which is the smallest VPS, containing only the two extreme points of $\Psi$.

**Iteration Update:** In iteration $i$, we place a point at a distance $q_i$ from either of the extremes in the existing VPSs. More specifically, for each set $S \in S^{(i-1)}$, we generate one test set by adding a point at a distance $q_i$ from the rightmost extreme, and another test set by adding a point at a distance $q_i$ from the leftmost extreme. If the pairwise distances of the new sets are a subset of $\mathcal{Q}$, we then add these test sets to $S^{(i-1)}$ to generate $S^{(i)}$.

**Algorithm Termination:** The algorithm is terminated after $M - 1$ iterations, which corresponds to exhausting all the elements of $\Psi$. A set $\hat{S} \in S^{(M)}$ is a possible solution for $\Psi$ if the cardinality of $\hat{S}$ is $\hat{N}$ and $D(S) = \mathcal{Q}$. We then use all such sets $\hat{S}$ to generate $\hat{\mathcal{S}}$, the final set of all the possible solutions. Algorithm 1 shows the pseudo-code for this algorithm.

**Remark 1.** It can be easily confirmed that the aforementioned algorithm captures all the possible valid solution sets, even when there are distance multiplicities.

**Remark 2.** Note that $\varphi_{\text{ref}}$ does not have to be necessarily $0^\circ$. As long as it is the smallest possible angle (i.e., all the other angles are greater than it), then the previous algorithm works.

While we have removed the ambiguity due to translation and mirroring, the previous algorithm can still result in a number of valid solutions. If there is no distance multiplicity, then we can prove that there will only be two solutions by using $\varphi_{\text{ref}}$, when the number of unknown sources is less than 5 (see the Turnpike literature [16]). In general, however, there may be more than two possible solution sets. Next, we show how we can further reduce the number of possible solutions.

**Algorithm 1 Finding all possible angle solutions**

```plaintext
function findAllPossibleAngles($\mathcal{Q}, \varphi_{\text{ref}}, \hat{N}$)
1:   Initialize $S^{(1)} \leftarrow \{\varphi_{\text{ref}} - q_1, \varphi_{\text{ref}}\}$
2:   for all $2 \leq i \leq M$ do
3:       $S^{(i)} \leftarrow S^{(i-1)}$
4:       for all sets $S \in S^{(i-1)}$ do
5:           $S^{\text{test}}_1 \leftarrow S \cup \{\varphi_{\text{ref}} - q_i\}$, and $S^{\text{test}}_2 \leftarrow S \cup \{\varphi_{\text{ref}} - q_1 + q_i\}$
6:           for all $k \in \{1, 2\}$ do
7:               if $D(S^{\text{test}}_k) \subseteq \mathcal{Q}$ then
8:                   $S^{(i)} \leftarrow S^{(i)} \cup S^{\text{test}}_k$
9:             end if
10:         end for
11:     end for
12: $\hat{\mathcal{S}} \leftarrow \{S : S \in S^{(M)}, \text{cardinality}(S) = \hat{N}, D(S) = \mathcal{Q}\}$
13: return $\hat{\phi}_{\text{all}} = \cos^{-1} \hat{\mathcal{S}}$
```

3.1.2 AoA Estimation with Multiple Routes. In order to reduce the ambiguity due to multiple possible solutions obtained using Algorithm 1, we propose to use another set of measurements collected by a receiver array with a different orientation. This new magnitude measurement can be obtained either by another fixed receiver array or by an unmanned vehicle that moves along a route with a different orientation. This solution is thus particularly suitable for the case of an unmanned vehicle emulating a receiver array, since traversing two straight routes is a trivial task for an unmanned vehicle. Fig. 3 shows an example of this scenario. Suppose that the AoAs of the signal sources for the first array configuration are $\{\phi_1 : 1 \leq n \leq N\}$. For the second array that is tilted by an angle $\Omega$ in the clockwise direction, the AoAs are now $\{\phi_1 + \Omega : 1 \leq n \leq N\}$ and the reference source has an angle of arrival $\Omega$ or equivalently $\varphi_{\text{ref}} = \cos(\Omega)$.

Since cosine is not a linear function of its argument, utilizing two sets of array measurements results in different sets of pairwise distances $\mathcal{Q}$ and $\mathcal{Q}'$. Therefore, we can obtain the set of all possible angle solutions individually for $\mathcal{Q}$ and $\mathcal{Q}'$ (using Algorithm 1), and then take the intersection of the two sets to find the common valid solution(s). More specifically, let $\Phi_{\text{all},1}$ and $\Phi_{\text{all},2}$ indicate the AoA solution sets for $\mathcal{Q}$ and $\mathcal{Q}'$ respectively. The intersection of the two sets $\Phi_{\text{all},1}$ and $\Phi_{\text{all},2} - \{\Omega\}$ is then our final estimated AoAs.

Intuitively, the chance that the two routes have more than one possible common set is considerably small. However, it is challenging to theoretically prove the uniqueness, or derive the conditions more specifically. It may be that the angles from the two sets $\Phi_{\text{all},1}$ and $\Phi_{\text{all},2}$ after subtracting $\Omega$ from $\Phi_{\text{all},2}$ may never be equal, owing to noise or rounding errors. Therefore, we need to compare the sets within a tolerance level.

![Figure 2: Illustration of the reference point, the positioning of the first point corresponding to \(q_1\), and the two possible valid position choices for \(\psi\), in our proposed approach.](image-url)
for the uniqueness of the final solution set. Thus, we leave any such proof to future work. However, we have observed through extensive simulations for up to 8 signal sources that our algorithm results in a unique solution for the AoA estimation problem. Furthermore, if there is more than one solution set in the common set, we can collect measurements along another array route to obtain a unique solution. This online strategy is in particular suitable for the case of an unmanned vehicle emulating an array. We note that our proposed strategy is computationally very efficient. We report on sample times in the next section. We next discuss some aspects of the proposed approach.

Criteria for Choosing \( \Omega \): The orientation of the second array, \( \Omega \), determines the extent of dissimilarity between the sets \( Q \) and \( Q' \), where a larger \( \Omega \) is likely to result in a higher dissimilarity. Therefore, it is preferable to use as large an \( \Omega \) as possible. However, we require all the sources in the area to lie on one side of the receiver array (i.e., upper half plane) in the second configuration as well. Therefore, we can use the first set of distances \( Q \), to estimate the largest AoA at the first receiver array as \( \phi_{\text{max}} = \cos^{-1}(1 - q_1) \). This implies that the possible range of values for \( \Omega \) is \( 0 < \Omega < 180^\circ - \phi_{\text{max}} \). Note that if \( \phi_{\text{ref}} \) for the first route was \( \phi_{\text{min}} > 0 \) instead of 0, where \( \phi_{\text{min}} \) is smaller than all source angles, then the condition for \( \Omega \) becomes \( -\phi_{\text{min}} < \Omega < 180^\circ - \phi_{\text{max}} \). where \( \phi_{\text{max}} = \cos^{-1}(\cos(\phi_{\text{min}}) - q_1) \).

Choice of Number of Sources: Given a set of unique distances \( Q \) and \( Q' \), we are interested in estimating the AoAs corresponding to the smallest number of sources that can result in the two sets of distances. For \( N \) sources, the maximum number of possible pairwise distances is \( \binom{N}{2} \). Suppose that the cardinality of sets \( Q \) and \( Q' \) are \( M \) and \( M' \). Therefore, the estimated number of sources \( N \) should satisfy \( M \leq \binom{N}{2} \) and \( M' \leq \binom{N}{2} \), which translate to the conditions: \( \tilde{N} \geq \frac{1 + \sqrt{1 + 8M}}{2} \) and \( \tilde{N} \geq \frac{1 + \sqrt{1 + 8M'}}{2} \). Hence, we set \( N_{\text{min}} \) as the smallest integer satisfying the previous two inequalities.

We start by assuming that we have \( N = N_{\text{min}} \) sources. We then solve for the AoAs for the sets \( Q \) and \( Q' \) separately, using the approach of Sec. 3.1 (Algorithm 1). If the intersection of \( \Phi_{\text{all},1} \) and \( \Phi_{\text{all},2} \) is an empty set, we then need to increase \( N \) by 1, until we get a non-empty intersection set of solutions.

Remark 3. It is highly unlikely that adding an element \( \psi_{\text{new}} \) to the true set \( \Psi \) or taking out one element of it will produce the same \( Q \) and \( Q' \) respectively for both the routes. Hence, it is highly unlikely that using any \( N \) other than the true \( N \) will produce non-empty intersection set of solutions.

Remark 4. For the case where we are interested in finding all the valid solutions with only one measurement array, \( \tilde{N} \) can be chosen as \( \tilde{N}_{\text{min}} = \frac{1 + \sqrt{1 + 8M}}{2} \), which corresponds to the smallest number of sources that could have resulted in a cardinality of \( M \) for \( Q \). If the current \( \tilde{N} \) does not result in a valid solution, we then keep increasing \( \tilde{N} \) by 1 until we get a non-empty solution set.

3.1.3 Solution for the Special Case of Dominant Reference Source. Consider the case that the signals from the unknown signal sources are of lower transmission power as compared to the reference source at \( \phi_{\text{ref}} \). This case is in particular relevant when we are interested in estimating the direction of passive objects. Then, the transmitted reference signal will bounce off of these objects and reach the receiver array with a considerably smaller power than that of the path from our reference transmitting source. In such a case, the AoA estimation problem is easier to solve, as we show next.

Consider \( N - 1 \) unknown sources where the paths arriving from them at the receiver array have a lower power as compared to the reference source. This can happen for both the cases of active and passive sources. In the active case, this can happen when the active transmitters have a lower power as compared to our reference source. On the other hand, the passive case results in a dominant reference source almost all the time. Then, from Eq. 3, we can see that the pairwise coefficients \( C_{m,n} \) that correspond to the reference source and an unknown source would be the only significant peaks in the spectrum. More specifically, if the dominant reference source with a higher power is at \( 0^\circ \), and the unknown sources are at angles \( \{\phi_1, \ldots, \phi_{N-1}\} \), then the estimated differences from the spectrum are \( Q = \{1 - \cos(\phi_1), \ldots, 1 - \cos(\phi_{N-1})\} \) since the rest of differences will have negligible peaks. Therefore, we can directly estimate the AoAs corresponding to the unknown sources as \( \{\cos^{-1}(1 - q) : q \in Q\} \).

We next experimentally validate our proposed framework with several experiments for estimating the AoAs of both the active and passive signal sources.

3.2 Experimental Results for the Case of Fixed Sources/Objects

In this section, we present our experimental results and show the performance of our proposed framework for estimating the AoA in three scenarios: (a) fixed active (transmitting) sources, (b) fixed active sources with a dominant reference source, and (c) fixed passive objects. In the experiments, we use a TP-Link AC1750 WiFi router as a transmitter. The router operates in the 5 GHz band. The output signal of the router is split into \( N \) branches using a power divider, in order to create \( N \) signal sources for the fixed active source scenario. We use a laptop with Intel 5300 NIC WLAN card as the receiver. The laptop measures the magnitude of the WiFi Channel State Information (CSI) using Csitool [10].\(^4\) The laptop is mounted on a Pioneer

\(^4\)Note that the CSI magnitude captures the channel gain, which can be used as an alternative to the received signal magnitude, without affecting our framework.
and two humans are standing at angles $\theta_1 = 0^\circ$, $\theta_2 = 25^\circ$, and $\theta_3 = 120^\circ$, across the arrays, for both routes of the robot. It is observed that the second array configuration results in a difference of $1^\circ$ as compared to the first array. Figure 5 then shows the normalized spectra of the auto-correlation functions $|\mathcal{A}(f)|$ across the arrays, for both routes of the robot. It can be seen that the second array configuration results in a different set of distances. We identify the peaks as those points with a minimum prominence value of 10% of the maximum peak (a point is a peak if it is higher than its neighbors by 10% of the max peak value). Then, using our proposed framework of Sec. 3.1, we obtain a unique final solution as $\{90, 120\}$, resulting in a Mean Absolute Error (MAE) of $1.43^\circ$.

Additionally, we performed several other experiments in the open and closed areas of Fig. 4 (a-c). Table 1 (top) summarizes the results of 4 different experiments carried out in these locations. We can see that our proposed framework can estimate the AoAs of multiple sources accurately, with an overall MAE of $1.3^\circ$.

**3.2.2 AoA Estimation of Active Sources with a Dominant Reference Source.** In the previous results, no assumptions were made regarding the power level of the active sources as compared to the reference source. Instead, two robotic routes were used to uniquely find the AoAs. As we proposed in Sec. 3.1.3, if the reference source is non-negligibly stronger than the unknown active sources, we can then solve for the unknown sources with only one robotic route and with a simpler approach. We next experimentally validate this case. A dominant reference source with a high power is located at an angle of $\phi_{\text{ref}} = 0^\circ$. For the dominant reference source, we use an antenna with a $12$ dB higher gain than the antennas of the other unknown sources. Table 1 (bottom) then summarizes our results using our proposed approach of Sec. 3.1.3, for experiments in the three areas shown in Fig. 4. We can see that our proposed framework accurately estimates the AoA in this case as well, with an MAE of $2.79^\circ$.

**3.2.3 AoA Estimation of Passive Objects.** We next present our experimental results for the AoA estimation of passive objects. AoA estimation then refers to estimating the direction of these objects with respect to the antenna array. Consider the scenario shown in Fig. 6 (c), for instance. Our reference source is located at an angle of $\phi_{\text{ref}} = 0^\circ$ and two humans are standing at angles $\phi_1 = 90^\circ$ and $\phi_2 = 110^\circ$. Since the reference source will be dominant in the passive case, we can use the framework of Sec. 3.1.3, and directly estimate the AoA, using one robotic array, and from the spectrum.
moves with a constant speed, synthesizes a transmit array, and the paths from Tx and Rx, as shown in the figure.

\[ \psi_0, \psi_2 \]

is the phase of the signal arriving from Tx and Rx, respectively. Parameter \( \mu \) is the phase of the signal from Tx, where \( \mu = \frac{\rho \lambda}{2} \), and \( \lambda \) is the wavelength. \( \eta \) is the phase of the signal with the line connecting Tx and Rx, as shown in the figure.

Next, we show how our AoA estimation framework can be adapted to track a moving target (both active and passive).

### 4 Tracking a Moving Target

In this section, we show how our proposed magnitude-only AoA estimation approach can be deployed to track a moving target. We start by discussing the active target tracking problem and the previous AoA estimation problem for fixed sources. Then, we show that using the aforementioned methodology, in conjunction with motion dynamics, can localize and track a moving target. We begin by discussing the active target tracking scenario.

**Active Target Tracking:** Consider the scenario shown in Fig. 8 (a), where a known fixed receiver (Rx) receives wireless signals from a known fixed transmitter (Tx\(_{\text{fix}}\)) and an unknown moving active transmitter (Tx\(_{\text{mov}}\)). Tx\(_{\text{mov}}\) moves with a constant speed, \( v \), along a line that makes an angle \( \theta \) with the x-axis, and an angle \( \phi \) with the line connecting Tx\(_{\text{mov}}\) and Rx, as shown in the figure. The total baseband received signal at the receiver at time \( t \), \( s(t) \), will then be,

\[ s(t) = a_1 e^{j \phi_1(t)} + a_2 e^{j \left( \frac{\mu_2 - \mu_1}{\lambda} v \phi + \eta(t) \right)} \]

where \( a_1, a_2 \) are the amplitudes of the paths from Tx\(_{\text{fix}}\) and Tx\(_{\text{mov}}\), respectively. Parameter \( \phi_1 \) is the phase of the signal arriving from Tx\(_{\text{fix}}\), \( \phi_2 \) is the phase of the signal from Tx\(_{\text{mov}}\) when the moving target is at its initial position \( t = 0 \). \( \mu_1 \) is the speed of Tx\(_{\text{mov}}\), and \( \phi = \cos(\phi) \). By comparing Eq. 4 and Eq. 1, we can see the equivalence between the two equations, where Eq. 4 can be considered a special case of Eq. 1 with \( N = 2 \) sources, \( \phi_1 = 0 \) and \( \phi_2 = \phi \).

Basically, the magnitude-only tracking problem can be considered as the dual of our previous AoA estimation problem, where the moving transmitter Tx\(_{\text{mov}}\) synthesizes a transmit array, and the
In general, our magnitude-$y_r$ relates to the angle of departure instead of the AoA. Therefore, we can use our framework of Sec. 2 to estimate $|\psi_r|$.

Remark 5. Note that if there are unknown fixed transmitters in the area, they will not affect the tracking quality. This is due to the fact that any fixed transmitter will result in a constant term (such as the first term in Eq. 4) with $\psi = 0$. Thus, the non-DC peaks of the spectrum will only correspond to $\psi_r$. This is in particular attractive as the signal may bounce of other fixed objects in the area, creating several paths to the receiver.

Passive Target Tracking: Consider the case where we are interested in tracking an unknown moving target that is passive, i.e. the target does not have a signal source onboard, but reflects the incident signal from $T_{Rx}$, as shown in Fig. 8 (b). The received signal at $Rx$ can then be written as follows:

$$c(t) = \alpha_1 e^{j\mu_1} + \alpha_2 e^{j\mu_2} e^{j(\nu_2 t + \frac{2\pi}{\lambda} \nu_1 t)} + \eta(t),$$

where the first term is the same as the first term in Eq. 4, $\gamma$ is the reflection coefficient from the moving target, $\mu_2$ is the phase of the reflected path when the target is at its initial position ($t = 0$), and $\psi_r = \cos(\phi_r) + \cos(\phi_T)$. Similar to the active case, the duality between Eq. 5 and Eq. 1 can be seen. Thus, we can use our framework of Sec. 2 to estimate $|\psi_r|$, which, in this case, is equal to $|\cos(\phi_r) + \cos(\phi_T)|$.

Resolving the Tracking Ambiguity: In general, our magnitude-based tracking problem is easier than our AoA estimation of fixed sources since there is only one angle to be estimated per moving target, and the impact of all non-moving transmitters/objects will not be seen in the power spectrum. However, there are still ambiguities if only one receiver is used, as we shall explain next. Our tracking problem consists of estimating the location and bearing of $T_{mov}$ at each time instant $t$. However, using $|\psi_r|$ as the only piece of information would result in ambiguities when solving such a problem. For instance, consider the problem of using one receiver to estimate the bearing of the active target, as shown in Fig. 9 (a). The target has a velocity vector $\nu_1$. It moves in a direction that makes an angle $\phi_r$ with the line connecting the target and the receiver $Rx_1$. This results in $|\psi_r| = |\cos(\phi_r)|$ at the receiver $Rx_1$. Then, as shown in Fig. 9 (a), four different velocity vectors ($\pm \nu_1^{(1)}$ and $\pm \nu_1^{(2)}$) can result in the same measurement. Thus, $Rx_1$ cannot uniquely estimate the true bearing of the moving target. In addition, the starting point of the target can be any point in the workspace, adding more ambiguity to the solution. To solve the bearing ambiguity, we can add more receivers. For instance, by adding one more receiver, we can see that two of those four solutions of Fig. 9 (a) will become invalid, as shown in Fig. 9 (b). However, there will still be the ambiguity between the actual velocity vector and the one pointing to the opposite direction. Adding more receivers will not resolve this specific type of ambiguity. It is easy to confirm that the passive case will also have ambiguities.

Since the main goal of this section is to track a moving target (active or passive), including its location and bearing, we use a small number of receivers to reduce the aforementioned bearing ambiguity. We furthermore utilize a non-linear dynamical system to represent the motion dynamics of the target. This dynamical system modeling, in conjunction with the receiver measurements, will then remove the remaining ambiguity of the bearing, as well as the location ambiguity, as we shall see next.

4.1 Nonlinear Dynamical System Modeling

Consider the scenario where there are a total of $R$ receivers located at $(x_{r_i}, y_{r_i}), 1 \leq i \leq R$, a fixed transmitter $T_{Rx}$ located at $(x_T, y_T)$, and a moving target $T_{mov}$ located at $(x_r(t), y_r(t))$ at time $t$. The state of the target at time $t$ is defined as the 3-dimensional vector $x_t = [x_r(t), y_r(t), \theta_r(t)]^T$, where $\theta_r(t)$ is the bearing of $T_{mov}$ at time $t$, and $[.]^T$ is the transposition operator. A measurement process $\Psi$ is an $R$-dimensional vector of measurements from all the receivers: $\Psi_t = [\Psi_{r_1}(t), \Psi_{r_2}(t), \ldots, \Psi_{r_R}(t)]^T$, where $\Psi_{r_i}(t)$ is the measurement obtained at the $i^{th}$ receiver at time $t$. In case of an active target, this measurement is related to the state of the target as follows:

$$|\Psi_{r_i}(t)| = \frac{\sqrt{(x_r(t) - x_{r_i}(t))^2 + (y_r(t) - y_{r_i}(t))^2}}{\sqrt{(x_r(t) - x_{r_i}(t))^2 + (y_r(t) - y_{r_i}(t))^2}} + w_{r_i}(t),$$

where $w_{r_i}(t)$ is the Gaussian measurement noise at receiver $r_i$, with variance $\sigma^2_{\Psi_{r_i}}$. On the other hand, in the case of passive target, $\Psi_{r_i}$
is related to the state of the target as,

$$
\dot{\psi}_r(t, x_t) = \begin{bmatrix}
(x_r - x_o(t)) \cos(\theta_o(t)) + (y_r - y_o(t)) \sin(\theta_o(t)) + w_{r_x}(t), \\
(y_r - y_o(t)) \cos(\theta_o(t)) + (x_r - x_o(t)) \sin(\theta_o(t)) + w_{r_y}(t)
\end{bmatrix}
\sqrt{(x_r - x_o(t))^2 + (y_r - y_o(t))^2}
$$

(7)

For the dynamics of $x_t$, we adopt a simple constant-speed motion model, $x_{t+1} = g(x_t)$, as follows:

$$
x_{t+1} = x_t + v \cos(\theta_o(t)) + w_{x}(t + 1),
\theta_{t+1} = \theta_{t} + \theta_{o}(t) + w_{\theta},(t + 1),
y_{t+1} = y_{t} + v \sin(\theta_{t}), + w_{y}(t + 1),
$$

(8)

where $w_{x}, w_{y}, w_{\theta}$ are the noise processes for the three components of the target state $x_t, y_t, \theta_t$, respectively, and $P_c$ is the probability of the target maintaining the same bearing as the previous time instant. Eq. 8 along with Eq. 6, or Eq. 7, then defines the nonlinear dynamical system of the tracking problem.

To estimate the state of the moving target, we compute the conditional probability of the target having a state $x_t$ given all the measurements up to time $t$, $p(x_t|\Psi_{1:t})$. In the filtering literature, this probability is referred to as the filtering Probability Density Function (PDF). Then, we use the mean of this PDF, $E\{x_t|\Psi_{1:t}\}$, as the estimate for the target state at time $t$. Since the dynamical system is nonlinear, we utilize particle filtering to compute the filtering PDF [25]. We next briefly discuss the particle filtering algorithm. In a Particle Filter (PF), a probability distribution is represented by a set of random samples, called particles, drawn from that distribution. Such a representation is desirable because it can easily model nonlinear transformations of random variables, which makes it particularly suitable for the problem at hand. The basic idea of a PF is that, at each time instant, samples (or particles) are drawn from a proposal distribution $x_{t}^{i} \sim \zeta_{t}(x_{t}), i = 1, \ldots, I$, where $I$ is the total number of particles. Those particles are then given importance weights, $w_{t}^{i}$, that describe how well they fit the current measurement $\Psi_{t}$. That set of weighted particles represent the filtering PDF $p(x_t|\Psi_{1:t})$ at time $t$. Afterwards, a resampling step is performed. This step is crucial in order to neglect particles with low weights (very low probability of producing the current measurement) and focus more on particles with high weights. Specifically, a new set of $I$ particles are drawn from the distribution defined by $w_{t}^{i}$ over the values of $x_{t}^{i}$. The readers are referred to [25] and [27] for more on PF.

The PF for our framework is described in Algorithm 2. In step 2, we draw the particles of the initial state from an initial distribution $\zeta_{1}(x_{1})$, which can depend on any prior information we may have about the initial state of the target (or is taken to be uniform when no prior information is available). Then, step 3 calculates the importance weight of each particle as the probability of getting the measurement $\Psi_{t}$, given that the state of the target is this particle. This probability can be easily calculated using the measurement model in Eq. 6 or 7 (depending on whether an active or passive target is being tracked). Step 6 is the resampling step, which is important for discarding low weight particles, as mentioned before. Step 7 is where the motion dynamics are enforced into the tracking problem. The resampled particles are evolved according to the motion model in Eq. 8. This is a very simple and intuitive way of producing the proposal density of particles of the next time instant. After the tracking period $T$ is over, the estimated track of the object $E\{x_{t}|\Psi_{1:t}\}$ is smoothed by passing it through a spatial moving average filter.

**Algorithm 2 Particle filter for motion tracking**

**Input:** Total tracking time $T$, Number of particles $I$, Measurements $\Psi_{1:T}$

**Output:** Estimate of the target states $\hat{x}_{1:T}$.

1. Initialize $t = 1$
2. Sample $x_{1}^{i} \sim \zeta_{1}(x_{1})$ for $i = 1, 2, \ldots, I$
3. Compute the importance weights $w_{1}^{i} = p(\Psi_{1}|x_{1} = x_{1}^{i})$ and normalize $w_{1}^{i} = \frac{w_{1}^{i}}{\sum_{i=1}^{I} w_{1}^{i}}$
4. Estimate the initial target state $\hat{x}_{1} = E\{x_{1}|\Psi_{1}\} = \sum_{i=1}^{I} w_{1}^{i} x_{1}^{i}$
5. for $2 \leq t \leq T$ do
   6. Sample $x_{t-1}^{i}$, for $i = 1, \ldots, I$, from the distribution defined by $p(\hat{x}_{t-1} = x_{t-1}^{i}) = w_{t-1}^{i}$
   7. Sample $x_{t}^{i} \sim g(\hat{x}_{t-1}^{i})$
   8. Compute the importance weights $w_{t}^{i} = p(\Psi_{t}|x_{t} = x_{t}^{i})$ and normalize $w_{t}^{i} = \frac{w_{t}^{i}}{\sum_{i=1}^{I} w_{t}^{i}}$
   9. Estimate the target state $\hat{x}_{t} = \sum_{i=1}^{I} w_{t}^{i} x_{t}^{i}$
end for

### 4.2 Tracking Experimental Results

In this section, we present experimental results for our proposed framework for target tracking, using only the received signal magnitude at the receiver. We use a similar setup to the one in Sec. 3.2, for transmission and reception, with three laptops as receivers. The router operates in the WiFi 5GHz band. All laptops are equipped with Intel 5300 NIC WLAN card and use Cistool to measure the WiFi CSI [10]. Since the target is moving and can change its direction anytime, we use the framework of Sec. 2 on a moving time window, $T_{win}$, of the CSI magnitude time series. More specifically, for each window, we extract $|\psi_{r}|$ from the location of the peak of the spectrum of the received signal magnitude auto-correlation within this window. These measurements are then aggregated and processed offline to estimate the track of the target (see Remark 6 on online tracking). Note that the receivers are not time-synchronized and operate independently, where each receiver logs CSI from packets that are broadcast on the network. We achieve this by using iPerf tool [12] to broadcast packets from the transmitter. We next discuss practical considerations that arise in the experiments before presenting our results.

#### 4.2.1 Practical Considerations

- **Window Length:** As a compromise between having a larger $T_{win}$ for better frequency resolution (i.e., longer array length), and a
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PF Parameters: We set the parameters of the PF as follows: 
\( I = 8000, P_c = 0.9, \sigma_{\theta_{\text{fix}}} = 0.1, \sigma_{\theta_{\text{mov}}} = 1 \) cm, and \( 1^\circ \). 
The values of the noise variances were estimated by measuring 
the errors in the robot motion and in the \( |\psi_r| \) measurements 
of prior experiments (not in the same area), and fitting Gaussian 
distributions to the respective measurement errors. After the PF, 
the moving average filter has a spatial width of 0.5 m.

4.2.2 Tracking an Active Moving Target. In this section, we show 
experimental results for tracking an active moving transmitter in 
both a closed and an open area. For the open area, consider the 
setup shown in Fig. 10 (a) (left), where three receivers are located 
at the corners of an 8 m \( \times \) 8 m area, and are tasked with tracking 
a moving robot with an active transmitter. The robot moves in 
an L-shaped route with a constant speed of \( v = 0.1 \) m/s. The PF 
was initialized with particles uniformly distributed in a 4 m \( \times \) 4 m 

Figure 10: (a) (left) A robot with an active transmitter \( \text{Tx}_{\text{mov}} \) is being tracked by 3 receivers in an open area, and (a) (right) an accurate 
reconstruction of the tracking route using our proposed framework. (b) (left) A robot with an active transmitter is being tracked by three 
receivers in a closed area, and (b) (right) an accurate reconstruction of the tracking route using our proposed framework.

Figure 11: Passive robot tracking experimental setup in (left) a 
closed area and (right) an open area.
Validation in more complex environments:

Multiple target tracking:

Figure 12: Passive robot tracking results for a robot that writes the letters of IPSN on its route, in the two areas of Fig. 11. The letters I and P were tracked in the closed area of Fig. 11 (left), while the letters S and N were tracked in the open area of Fig. 11 (right).

Figure 13: (left) The experimental setup for the passive human tracking scenario and (right) the estimated route of the human using our proposed framework.

Figure 14: CDFs of the tracking error of our framework for active transmitter tracking, passive robot tracking and passive human tracking. Our proposed framework achieves a decimeter-level accuracy for all the different scenarios.

5 LIMITATIONS AND FUTURE EXTENSIONS

In this paper, we have proposed an approach that has enabled AoA estimation and target tracking using only the magnitude of the wireless signals, which is an extremely challenging problem. Here are some possible directions to further extend this work:

• Validation in more complex environments: In this paper, we validated our framework with several experiments in Line-of-sight (LOS) settings, in both open and closed areas. However, more complex spaces can result in a non line-of-sight (NLOS) operation, to which our framework is extendable. A more detailed analysis and testing of the proposed methods in through-wall settings is part of our future work. As for multipath, more complex environments can also experience a high level of multipath. As mentioned in Remark 5, and showcased by our results in closed spaces, multipath does not affect our tracking framework. As part of our future work, we plan to test our framework in more indoor spaces that can experience a high level of multipath.

• Multiple target tracking: Our proposed tracking framework has enabled tracking of a single moving target, even in the presence of other static targets in the area. For the case of multiple moving targets, more than one peak will appear in the frequency.
spectrum. As part of our future work, we can extend the tracking framework to simultaneously track a number of moving targets.

6 CONCLUSIONS
In this paper, we have considered the problem of estimating the angle of arrival (AoA) of all signal paths arriving at a receiver array using only the received signal magnitude measurements. We have proposed a computationally-efficient framework, based on the auto-correlation of the magnitude measurements, to solve the AoA estimation problem. We have experimentally validated our AoA estimation framework in closed and open areas, and showed a mean absolute error of 2.12° for the active source case, and 2.99° for passive objects. Furthermore, we have adapted the magnitude-based AoA estimation approach to track an active/passive moving target. Our tracking framework was experimentally validated in various closed and open areas, with only three receivers, and showed good tracking accuracy, with an overall MAE of 20 cm for active target tracking, 23.27 cm for passive robot tracking, and 30.62 cm for passive human tracking.
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A MAGNITUDE AUTO-CORRELATION
Let \( c_f(t) \) and \( c_q(t) \) be the real and imaginary parts of \( c(t) \). The auto-correlation function of \( c_f(t) \) can be written as

\[
A_I(\Delta) = E[c_I(t)c_I(t+\Delta)] = \sum_{n=1}^{N} \frac{\sigma_n^2}{2} \cos\left(2\pi \frac{\Lambda}{\lambda} \psi_n \right) + \frac{1}{2} \sigma_n^2 \delta(\Delta),
\]

where \( \psi_n = \cos(\phi_n) \), \( \sigma_n^2 \) is the variance of noise, and \( \delta(\cdot) \) is the Dirac delta function. In a similar fashion, the cross-correlation between \( c_f(t) \) and \( c_q(t) \) can be written as

\[
A_{I,Q}(\Delta) = E[c_I(t)c_Q(t+\Delta)] = \sum_{n=1}^{N} \frac{\sigma_n^2}{2} \sin\left(2\pi \frac{\Lambda}{\lambda} \psi_n \right).
\]

Define \( \rho^2 = \frac{1}{2P} \left( A_I^2(\Delta) + A_{I,Q}^2(\Delta) \right) \), where \( P \) is the total received power, then [13]

\[
A_{corr}(\Delta) = \frac{\pi P}{2} \left(1 + \frac{\rho^2(\Delta)}{4} \right) \approx \frac{\pi P}{2} \left(1 + \frac{\rho^2(\Delta)}{4} \right).
\]

\[
A_{corr}(\Delta) = \frac{\pi P}{2} + \frac{\pi P}{2 \sin(\Delta)} \left(A_I(\Delta) + jA_{I,Q}(\Delta) \right) \left(A_I(\Delta) - jA_{I,Q}(\Delta) \right) = C_A + C_{\sigma_n} \delta(\Delta)
\]

\[
+ \frac{\pi P}{16} \sum_{n=1}^{N} \sum_{m>n} \frac{\sigma_n^2 \sigma_m^2}{2} \cos\left(2\pi \frac{\Lambda}{\lambda} (\psi_n - \psi_m) \right).
\]
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