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Abstract

Robust high date rate mobile communications have several challenges. Transmission of high rate information typically experiences higher delay spread in mobile environments. Furthermore, high mobility introduces time-variations which can make the link less reliable.

Orthogonal Frequency Division Multiplexing (OFDM) is suitable for high delay spread applications. However, performance of OFDM systems, is affected by channel estimation, timing synchronization and mobility. Timing synchronization becomes challenging in high mobility applications as power delay profile of the channel can change rapidly due to the sporadic birth and death of the paths. Furthermore, timing synchronization errors introduce Inter-Carrier-Interference (ICI) in OFDM systems. Due to the expansion of symbol length, OFDM systems are very sensitive to ICI. Furthermore, for mobile applications time-variations in one OFDM symbol introduce ICI as well which further degrades the performance. This becomes more severe as mobile speed, carrier frequency or OFDM symbol duration increases. Therefore to have an acceptable reception quality for the applications that experience high delay and Doppler spread, design of robust timing synchronizer, channel estimator and ICI mitigator is essential. This thesis takes an overall look at these issues. While each of them has been looked at separately by other researchers, an overall look allows for better understanding and design of more robust algorithms. Based on mathematical analysis of the overall performance, a new cross-block design is proposed and implemented that uses channel estimation information to improve timing synchronization. After robust timing synchronization is achieved, two mitigation methods are proposed and analyzed to remove the effect of ICI introduced by high mobility. All the algorithms are tested against high delay and Doppler spread channels.
Results of simulation and analysis show considerable performance improvement without a need to increase the training overhead.
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Chapter 1

Introduction

There has been an increasing demand for high date rate wireless applications in recent years. Digital Audio Broadcasting (DAB) [8], Digital Video Broadcasting (DVB) [23] and Wireless Local Area Networks (WLAN) [16] are a few examples of such applications. The first two applications, while sharing challenges of high speed communications, also require transmission over high mobility links.

Robust high date rate mobile communications have several challenges. Transmission of high rate information typically experiences higher delay spread in mobile environments. Furthermore, high mobility introduces time-variations which can make the link less reliable.

While current wireless data applications like 802.11a and b are used with limited mobility, ongoing research is working towards making the vision of multimedia high mobility communications a reality. Therefore, a robust design is required to ensure reliable communication in high mobility high delay spread environments as channel estimation, synchronization and data recovery become more challenging.

Orthogonal Frequency Division Multiplexing (OFDM) is robust in high delay spread environments and eliminates the need to equalize the effect of delay spread. This feature allows for higher data rates and has resulted in the selection of OFDM as a standard for DAB, DVB and some Wireless Local Area Networks (802.11a). Also, it is being considered as a potential technology for 4th generation mobile communications.
CHAPTER 1. INTRODUCTION

Performance of OFDM systems, however, is affected by channel estimation, timing synchronization and mobility. Timing synchronization errors introduce Inter-Carrier-Interference (ICI). Due to the expansion of symbol length, OFDM systems are very sensitive to ICI. Depending on the choice of the channel estimator, OFDM systems can become even more sensitive to timing synchronization errors, as this thesis shows. Furthermore, for mobile applications time-variations in one OFDM symbol introduce ICI as well which further degrades the performance. This becomes more severe as mobile speed, carrier frequency or OFDM symbol duration increases. Therefore to have an acceptable reception quality for the applications that experience high delay and Doppler spread, design of a robust timing synchronizer, channel estimator and ICI mitigator is essential.

This thesis takes an overall look at issues of channel estimation, timing synchronization and ICI mitigation. Timing synchronization in this thesis refers to the detection of the start of an OFDM symbol. It becomes of great importance and challenge in high mobility applications as the power delay profile of the channel can change rapidly due to the sporadic birth and death of the paths\(^1\). While each of the three aforementioned issues has been looked at separately by other researchers, an overall look allows for better understanding and design of more robust algorithms. Based on mathematical analysis of the overall performance, a new cross-block design is proposed and implemented that uses channel estimation information to improve timing synchronization. After robust timing synchronization is achieved, two mitigation methods are proposed and analyzed to remove the effect of ICI introduced by high mobility. All the algorithms are tested against high delay and Doppler spread channels. Results of simulation and analysis show considerable performance improvement without a need to increase the training overhead.

\(^1\)In wireline applications, OFDM symbol alignment is not as challenging and does not need to be done as often. Therefore, training information can be used. For high mobility applications, however, due to the sporadic and frequent nature of birth and death of the paths, applying wireline timing synchronization methods can increase the overhead considerably.
1.1 Dissertation Outline

Chapter 2 discusses some of the key issues of mobile communications. It includes channel modeling and describes some of the characteristics of the received signal, which will be used in the remainder of the thesis.

Chapter 3 gives a brief overview of communications using OFDM technology. It shows how OFDM systems can handle delay spread without a need for equalization. The choice of the length of the guard interval and number of sub-carriers is also discussed.

Chapter 4 discusses pilot-aided channel estimation in OFDM systems. It explains the choice of number of frequency-domain pilot tones. Then it looks at different possible frequency-domain interpolators to estimate the channel at all the sub-carriers. It derives probability of error formulas for pilot-aided OFDM systems. Then it compares the performance of two specific interpolators: a linear interpolator and a trigonometric one. The trigonometric interpolator will be used for channel estimation in the subsequent chapters.

Chapter 5 first explores the effect of timing synchronization errors on the performance of pilot-aided OFDM systems in the absence of mobility (mobility is added in Chapter 6). It includes extensive mathematical analysis and derivations, which are used to design robust algorithms. After showing that a pilot-aided channel estimator is supersensitive to timing synchronization errors, a robust timing synchronizer is proposed. This synchronizer is a cross-block design and uses channel estimation information to improve timing synchronization with no additional training overhead. Finally, this chapter shows the performance of the proposed algorithm in high delay spread environments.

Chapter 6 extends the analysis of Chapter 5 to mobile applications. The whole analysis is done in the presence of mobility. The proposed algorithm is shown to work robustly in high mobility high delay spread environments.

Once timing synchronization is achieved, the effect of mobility still degrades the performance of OFDM systems. Chapter 7 then explores the effect of mobility on OFDM
systems that already achieved accurate timing synchronization. Two methods to mitigate the resulting ICI are proposed. To evaluate performance improvement after applying these methods, Signal to Interference Ratio, SIR, formulas are derived analytically. Simulation results also show the performance improvement in high delay spread and Doppler spread environments.

Finally, Chapter 8 contains a summary of the thesis and suggestions for potential future work.

1.2 Contributions

In Chapter 4, formulas for probability of error for pilot-aided OFDM systems have been derived. Also, a comparison of linear and trigonometric interpolators, using analysis and simulation results, is presented. Chapter 5 derives channel estimation error formulas in the presence of timing synchronization errors. Based on this analysis, a new algorithm is proposed for fine timing synchronization, which requires no additional training overhead. The algorithm works robustly in high delay spread environments. It can reduce the error profile to a level very close to that of no synchronization error. Chapter 6 extends the whole analysis to mobile environments. The proposed algorithm is shown to work robustly in high mobility environments as well and is hence suitable for high delay and Doppler spread applications. Finally Chapter 7 proposes two new mobility mitigation methods for pilot-aided OFDM systems. Performance improvement is first shown analytically by deriving $SIR_{ave}$ formulas in a narrowband mobile environment. Then, for high delay and Doppler spread applications, simulation results show considerable performance improvement. They illustrate that applying these methods reduces average bit error rate, $P_b$, or the required received SNR to values close to those for no Doppler. The power savings become considerable as mobility increases.
Chapter 2

Mobile Communications

Communication in a mobile environment poses several challenges. To increase the probability of a reliable transmission, an understanding of this environment and appropriate modeling are essential. In general, different models should be used to describe transmission in different environments and a single model can not be applied everywhere. For instance, transmission characteristics in a city like Manhattan, with tall buildings, can be very different from those in a rural area. Furthermore, such characteristics depend on the system parameters like carrier frequency, mobile speed, base station location and data rate. This chapter provides a brief overview of key characteristics of a mobile environment. For a more detailed discussion, refer to [7], [10] and [20].

2.1 Free-Space Propagation

Consider a transmitter and a receiver that are separated by a distance $D$. In case of a Line of Sight (LOS) free space transmission, the received signal power, $\Pi_r$, is related to the transmitted power, $\Pi_t$, as follows:

$$
\frac{\Pi_r}{\Pi_t} = g_t g_r \frac{\lambda^2}{(4\pi D)^2}
$$

(2.1)

where $g_t$ and $g_r$ refer to the gain of the the transmitter and receiver antennas respectively. $\lambda$ is the wavelength of the transmitted signal. The simple relationship of Eq. 2.1 will not
hold in case of arrival of more than one path, with different angles of arrivals, at the receiver. For instance, consider the case of reflection from earth, as is shown in Fig. 2.1. Then for a large enough \( D \), we will have the following approximate relationship:

\[
\frac{\Pi_r}{\Pi_t} \approx \frac{g_t g_r h_r^2 h_t^2}{D^4}
\]

(2.2)

where \( h_t \) and \( h_r \) refer to the heights of the transmitter and receiver. As can be seen from Eq. 2.2, received power drops faster as the distance increases in this case.

In general, power falls off in a general form of \( D^{-n} \), where \( n \) depends on the number of received paths, their angles of arrivals and properties and locations of the reflectors and shadowing objects.

\[\text{Figure 2.1: Two-ray model}\]

\[\begin{align*}
\text{Tx} & \quad \text{Rx} \\
& \quad \downarrow \\
& \quad h_t \\
& \quad D \\
& \quad h_r
\end{align*}\]

2.2 Spatial Variations and Doppler Effect

For a mobile receiver, the frequency of the received signal is different from that of the transmitted signal due to the Doppler effect. Consider an incoming wave that makes an angle of \( \Theta \) with the direction of the mobile, as shown in Fig. 2.2. Then for a mobile speed of \( v_{cl_m} \) and transmitted signal (unmodulated) of \( s(t) = \cos(2\pi f_c t) \), the received signal,
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$y(t)$, will be as follows:

$$y(t) = \cos(2\pi f_c(1 + \frac{v e l_m}{c} \cos \Theta) t - \Phi_0)$$  \hfill (2.3)$$

where $\Phi_0$ is a phase shift introduced due to the distance between the transmitter and receiver, $c$ is the speed of light and $f_c$ is the carrier frequency.

2.3 Narrowband multipath propagation: small scale fading

The example in Fig. 2.2 shows only one wave arriving at the receiver. Due to the presence of scatterers and reflectors, however, more than one wave would arrive at the mobile. These waves can have different angles of arrivals. Consider the case of $N_r$ arriving paths and the modulated transmitted signal of $s(t) = Re\{x(t) e^{j2\pi f_c t}\}$, where $x(t)$ is the data carrying signal.

\begin{center}
\includegraphics[width=0.5\textwidth]{path.png}
\end{center}

Figure 2.2: One path arriving at angle $\Theta$ with respect to the motion of the receiver

In this section we assume that the difference between the arrival times of these paths is negligible. The case with distinguishable arrival times is considered in section 2.5. The
received signal will be the sum of these paths, as follows:

\[ y(t) = \sum_{i=0}^{N_r(t)-1} AMP_i(t)Re\{e^{j2\pi f c t + j\frac{2\pi}{c} \cos\Theta_i(t)} - \Phi_{0,i}(t)\} \]  

(2.4)

where \( \Theta_i \) represents the angle of arrival of the \( i^{th} \) path. \( AMP_i \) and \( \Phi_{0,i} \) denote the amplitude and phase shift respectively. The baseband equivalent signal, \( y_{bb}(t) \), will be

\[ y_{bb}(t) = h_{bb}(t) \times x(t) \]

\[ h_{bb}(t) = \sum_{i=0}^{N_r(t)-1} AMP_i(t)e^{j2\pi f c t + j\frac{2\pi}{c} \cos\Theta_i(t)} - \Phi_{0,i}(t) = h_{\text{impulse}}(t) + jh_{\text{quad}}(t) \]

\[ h_{\text{impulse}}(t) = \sum_{i=0}^{N_r(t)-1} AMP_i(t)\cos(2\pi f c \frac{\cos\Theta_i(t)t}{c} - \Phi_{0,i}) \]

\[ h_{\text{quad}}(t) = \sum_{i=0}^{N_r(t)-1} AMP_i(t)\sin(2\pi f c \frac{\cos\Theta_i(t)t}{c} - \Phi_{0,i}) \]  

(2.5)

\[ h_{\text{amp}}(t) = \sqrt{h_{\text{impulse}}(t)^2 + h_{\text{quad}}(t)^2} \]

\[ h_\phi(t) = \tan^{-1} \frac{h_{\text{quad}}(t)}{h_{\text{impulse}}(t)} \]

For a large enough \( N_r \), \( h_{\text{impulse}} \) and \( h_{\text{quad}} \) can be modeled as Gaussian processes. In the absence of a LOS path, they will have zero means. Therefore, \( h_{\text{amp}} \) will have a Rayleigh distribution with the following pdf:

\[ pdf(h_{\text{amp}}) = \frac{h_{\text{amp}}}{\sigma_{\text{amp}}^2} e^{-\frac{h_{\text{amp}}^2}{2\sigma_{\text{amp}}^2}} \quad h_{\text{amp}} \geq 0 \]  

(2.6)

where \( \sigma_{\text{amp}}^2 = \frac{E(h_{\text{amp}}^2)}{2} \). \( h_{bb}(t) \) is referred to as a Narrowband Channel since the time difference between arrivals of different paths is considered negligible in Eq. 2.4. As the mobile moves, the envelope of the received signal changes rapidly in accordance with the time-varying random process of Eq. 2.5. The rates of change depend on angles of arrival, mobile speed and carrier frequency. For instance if the angles of arrival are uniformly distributed in a horizontal plane, the correlation characteristics, \( R_{h_{bb}}(\tau) \) and power spectrum of the baseband channel, \( PS_{bb}(f) \), will be as follows [10]

\[ R_{h_{bb}}(\tau) = E(h_{bb}(t)h_{bb}(t-\tau)) = 2\sigma_{\text{amp}}^2 J_0(2\pi f_d \tau) \]

\[ PS_{bb}(f) = \int_{-\infty}^{\infty} R_{h_{bb}}(\tau) e^{-j2\pi f_{\tau}} d\tau = \frac{2\sigma_{\text{amp}}^2}{\sqrt{1-(\frac{f}{f_m})^2}} \quad \text{for} \quad \frac{|f|}{f_m} \leq 1 \]  

(2.7)
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$J_0$ represents the zero$^\text{th}$ order Bessel function. $f_d$ is the maximum Doppler shift: 
\[ f_d = \frac{\text{vel}_m}{c} \cdot f_c. \]

The coherence time $CT$ is defined as the time duration over which the channel is correlated. One approximation of it is given in [20] as 
\[ CT = \frac{A23}{f_d} \]  
(2.8)

For instance for carrier frequency of $f_c = 1GHz$ and mobile speed of $\text{vel}_m = 60\text{miles/hr}$, $f_d = 89Hz$ and $CT = 4.8ms$. As this thesis will show, a lot of applications may require much higher time-domain correlation, compared to the $CT$ of Eq. 2.8 (which is defined as the time that the signal becomes uncorrelated), for an acceptable performance. In the presence of a LOS path, $h_{\text{in-phase}}$ will have a non-zero mean. Then $h_{\text{amp}}$ will have a Rician distribution.

2.4 Large-scale fading

The process $h_{bb}(t)$ can be considered wide-sense stationary within distances on the order of the size of the buildings. When the reflecting environment changes, different paths arrive at the receiver. Then the characteristics of this process changes ($\sigma_{\text{amp}}^2$ will change). This is referred to as “shadowing effect” or large-scale variations. From analyzing empirical data, the distribution of $\sigma_{\text{amp}}^2$ can be best approximated by log-normal, as follows:

\[ z = \log(\sigma_{\text{amp}}^2) \]
\[ p_{\text{pdf}}(z) = \frac{1}{\sqrt{2\pi} \sigma_{1s}^2} e^{-\frac{(z - \text{mean}_{1s})^2}{2\sigma_{1s}^2}} \]  
(2.9)

Where $\sigma_{1s}^2$ and $\text{mean}_{1s}$ are the variance and average of the large-scale variations. Furthermore, $\text{mean}_{1s} = \log_{10}(\kappa \times D^{-prf})$ for a power roll-off factor of $prf$. $\kappa$ is the attenuation factor and includes effects of antenna heights and gains and frequency of operation, as discussed at the beginning of this chapter.
2.5 Wideband Channels

In a mobile communication environment, multiple copies of the transmitted signal may arrive at the receiver due to the presence of the reflectors and scatterers. In section 2.3, it was assumed that the time difference between arrival of these copies is negligible. Depending on the environment and the rate of transmission, however, this may not be the case. If \( \tau_0, \tau_1, \ldots, \tau_{N_p-1} \) denote distinguishable arrival times of the paths (distinguishable with respect to the sampling period), the received signal for the transmitted signal of \( s(t) = \text{Re}\{x(t)e^{j2\pi f_c t}\} \) at location \( R \) will be as follows:\(^1\)

\[
y(t; R) = \sum_{i=0}^{N_p(R)-1} \sum_{k=0}^{N_r(i;R)-1} A\text{MP}_{i,k}(R) \text{Re}\{e^{j2\pi f_c t} (1 + \frac{\omega_d}{c} \cos \Theta_{i,k}(R)) e^{-j\Phi_{0,i,k}(R)} x(t - \tau_i(R)) \}
\]

(2.10)

\( N_p(R) \) refers to the number of clusters of received paths with distinguishable delays and \( N_r(i;R) \) is the number of paths that are non-distinguishable in \( i^{th} \) cluster. \( A\text{MP}_{i,k}, \Theta_{i,k} \) and \( \Phi_{0,i,k} \) denote the gain, angle of arrival and phase of the \( k^{th} \) path in the \( i^{th} \) cluster respectively. The baseband equivalent signal will be as follows:

\[
y_{bb}(t; R) = h_{bb}(t; R) * x(t) = \sum_{i=0}^{N_p(R)-1} \tau_i(R) x(t - \tau_i(R))
\]

\[
\tau_i(R) = \sum_{k=0}^{N_r(i;R)-1} A\text{MP}_{i,k}(R) e^{j2\pi f_c t} \frac{\omega_d}{c} \cos \Theta_{i,k}(R) e^{-j\Phi_{0,i,k}(R)}
\]

\[
h_{bb}(t; R) = \sum_{i=0}^{N_p(R)-1} \tau_i(R) \delta(t - \tau_i(R))
\]

(2.11)

Taking Fourier transform of the baseband equivalent channel, \( h_{bb}(t; R) \), with respect to \( t \) will give the following frequency spectrum:

\[
H_{bb}(f; R) = \int_{-\infty}^{\infty} h_{bb}(t; R) e^{-j2\pi ft} dt
\]

(2.12)

\(^1\)Note that \( R \) is related to time as the mobile moves through \( \Delta R = \text{vel}_m t \). Therefore, the expressions of the previous sections can be expressed in terms of \( R \) as well. In this section due to the presence of a delay-dispersive channel, notation \( R \) will be used to avoid confusion.
2.6 Summary

This chapter discussed propagation in mobile environments. It started with free-space and two-ray propagation models. Then it explained Doppler effect and its impact in a multipath environment. First narrowband channels were discussed and baseband equivalent models were derived. A definition of coherence time was presented as a function of maximum Doppler shift for a case of uniform angle of arrivals. Finally, wideband channels were presented and corresponding baseband models were derived.
Chapter 3

OFDM Systems

3.1 History

OFDM systems are based on the idea of dividing the available bandwidth into narrow sub-channels and sending low data rate signals in parallel on them. This idea was first implemented in the Collin’s Kineplex system [2]. The early multi-carrier modems used filters to separate the individual sub-carriers. Later a more efficient way to modulate and demodulate data on the sub-carriers using Fast Fourier Transform operations was introduced. Discrete Multitone (DMT) [5] systems use OFDM for transmission over a twisted-pair copper lines. DMT can achieve high rates by using the “water filling” algorithm [2]. This algorithm uses knowledge of the channel at each subcarrier and sends more information on the sub-channels with highest signal to noise ratio. Despite its considerable performance improvement for wireline applications, applying the “water filling” algorithm for high mobility applications poses some challenges. Due to rapid time-variations, there may not be enough time to estimate the channel and feed back the estimate before the channel changes. Therefore, currently DMT is not deployed in such applications. Still mobile applications can benefit from using OFDM to improve performance in delay spread channels. OFDM systems handle frequency selective fading resulting from delay spread by expanding the symbol duration [6]-[30]. By adding a guard interval to the beginning of each OFDM symbol, the effect of delay spread (provided that there is perfect synchronization) would appear as a multiplication in the frequency domain
for a time-invariant channel\(^1\). In the presence of mobility and synchronization errors, the carrier orthogonality of OFDM systems is ruined. This thesis will examine such effects and present algorithms to improve the performance. This chapter explains the bases of an OFDM system in the ideal case of no mobility and no synchronization errors. It lays the foundations for the subsequent chapters, where mobility and synchronization errors are added to the system.

### 3.2 System Model

Fig. 3.1 shows the discrete baseband equivalent system model. The available bandwidth is divided into \( N \) sub-channels. \( X_i \) represents the transmitted data point in the \( i^{th} \) frequency sub-band and is related to the time domain sequence, \( x_k \), as follows:

\[
X_i = \sum_{k=0}^{N-1} x_k e^{-\frac{2\pi i k}{N}} \quad 0 \leq i \leq N - 1
\]  

(3.1)

The guard interval spans \( G \) sampling periods. This thesis assumes that the normalized length of the channel is always less than or equal to \( G \). \( \bar{x}_p \) is the cyclic prefix vector with length \( G \) and is related to \( x \) as follows:

\[
\bar{x}_{pf}(i) = x_{N-G+i} \quad 0 \leq i \leq G - 1
\]  

(3.2)

\( T_s = \frac{T}{N+G} \) is the sampling period where \( T \) is the time duration of one OFDM symbol after adding the guard interval. Let \( h_k \) represent the \( k^{th} \) sample of channel delay profile. \( h_k \) has Rayleigh fading amplitude and uniformly distributed phase. In this chapter, the channel is assumed to be constant over one OFDM symbol. A sample of channel output, \( y_i \), can then be expressed as follows:

\[
y_i = \sum_{k=0}^{G} h_k x((i-k)N + w_i) + w_i \quad 0 \leq i \leq N - 1
\]  

(3.3)

\(^1\) Adding the guard interval will also prevent Inter-OFDM Symbol-Interference
(( ))_N represents a cyclic shift in the base of N and w_i represents a sample of additive white Gaussian noise. Then Y, the FFT of sequence y, will be as follows:

\[ Y_i = H_i X_i + W_i \quad 0 \leq i \leq N - 1 \]  

(3.4)

\( H \) and \( W \) denote the FFTs of the sequences \( h \) and \( w \). As can be seen from Eq. 3.4, the effect of delay spread appears as a multiplication in frequency domain. Thus to remove the effect of the channel in this case, only gain and phase equalization is required at each sub-carrier. This feature is very attractive for high delay spread applications as it removes the need to perform complex time domain equalization. To retrieve the transmitted data points from Eq. 3.4, the gain and phase of channel should be estimated and removed. Frequency-domain pilot tones or differential modulation can be used to mitigate channel frequency-variations. As the delay spread increases, differential modulation across adjacent sub-bands degrades the performance. As mobility and/or the length of the OFDM symbol increase, differential modulation across adjacent symbols leads to performance loss as well. Therefore, in this thesis frequency-domain pilot tones are used because this thesis deals with high delay and Doppler spread environments. Chapter 4 will discuss
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how channel estimates can be acquired using pilot tones.

3.3 Number of subcarriers

For a given bandwidth of $BW$, $N$ should be chosen such that channel gain and phase can be considered approximately constant over each sub-carrier. If this criteria is not met, multi-tap equalization is required in each sub-band as Eq. 3.4 will not be valid anymore. This thesis does not consider such cases.

To achieve a nearly-constant channel in each sub-band, the bandwidth of each sub-band should be considerably smaller than the channel coherence bandwidth:

$$\frac{BW}{N} << CB$$

$$BW = \frac{1}{T_s}$$

$$N >> \frac{1}{CB \times T_s}$$  \hspace{1cm} (3.5)

where $CB$, the coherence bandwidth, is the frequency interval over which channel is correlated.

3.4 Length of the guard interval

Addition of the guard interval to the beginning of each OFDM symbol serves two purposes. First, if chosen sufficiently long, it prevents interference from previous OFDM symbols, i.e. Inter-OFDM Symbol-Interference. The length of the guard interval should be chosen longer than the maximum expected channel delay spread. Second, if chosen as the replica of the data points at the end of the OFDM symbol, it results in the simple multiplication relationship of Eq. 3.4.
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Pilot-aided Channel Estimation

4.1 Introduction

In OFDM receivers, pilot tones should be inserted among the sub-carriers in order to estimate the channel in high delay spread environments. To estimate the channel at all the sub-carriers, using the pilot tones, different interpolators can be used. This chapter first finds an analytical average error rate formula for a pilot-aided OFDM receiver in a fading environment. Then, to see the effect of interpolation, it evaluates and compares the performance of two interpolators with different levels of complexity: a trigonometric interpolator and a linear one. The average error rate formulas of the interpolators are derived. It is shown that the former one has a considerably better performance as delay spread increases. However, for flat fading channels, it is shown that the linear interpolator has a 3dB gain compared to the trigonometric interpolator. Finally, simulation results support the mathematical analysis and comparison. It should be noted that the analysis in this chapter is carried out under the assumption of ideal synchronization and no mobility. Timing synchronization errors and mobility are added in the subsequent chapters.

The minimum number of pilot tones required in each OFDM symbol exceeds normalized channel delay spread by one\textsuperscript{1}[15]. These pilot tones should be equally spaced in the

\textsuperscript{1}Normalized channel delay spread refers to the channel delay spread (the difference between the arrival times of the first and last paths of the channel) divided by the sampling period.
frequency domain to minimize noise enhancement. To estimate the channel in the subbands between the pilot tones, different interpolators with different levels of complexity can be used.

In this chapter, first a general formula for the average error rate of an OFDM system is found in the presence of channel estimation error\(^2\). Then the error rate for two specific interpolators are found. The first one is based on an IFFT, zero padding and an FFT operation. The equivalent of these operations in the form of an interpolation in the frequency domain is derived and a mathematical analysis of the average error rate is provided. The second interpolator is a linear one. A complete mathematical analysis is then provided for this interpolator, which allows for a comparison of the two. Finally, simulation results confirm the analysis.

4.2 Average error rate analysis

Let \( H_i = \xi_i e^{j\theta_i} \) and \( \hat{H}_i = \hat{\xi}_i e^{j\hat{\theta}_i} \) where \( \xi_i \) and \( \hat{\xi}_i \) are Rayleigh fading amplitudes and \( \theta_i \) and \( \hat{\theta}_i \) are uniformly distributed phases. \( \hat{H}_i \) is the estimated channel at the \( i^{th} \) sub-carrier. To estimate the transmitted data from Eq. 3.4,

\[
\hat{X}_i = \frac{\xi_i}{\hat{\xi}_i} e^{j\hat{\theta}_i} X_i + \frac{\Xi_i}{\xi_i}
\]

where \( \phi_i = \theta_i - \hat{\theta}_i \) and \( \Xi_i = \Xi_R(i) + j\Xi_I(i) = W_i e^{-j\hat{\theta}_i} \) is Gaussian noise with the same statistics as \( W_i \). In this chapter, it is assumed that \( X_i \) is a 4PSK modulated signal with power of \( \sigma_X^2 \). Then for one realization of \( \phi_i \) and \( \xi_i \), the instantaneous probability of receiving the correct symbol of the constellation at the \( i^{th} \) sub-carrier will be,

\[
P_{c,\text{inst.}}(i) = \text{Prob}\left\{ \frac{\sigma_X \xi_i (\cos \phi_i - \sin \phi_i)}{\sqrt{2} \xi_i} + \frac{\Xi_R(i)}{\xi_i} > 0 \quad \& \quad \frac{\sigma_X \xi_i (\cos \phi_i + \sin \phi_i)}{\sqrt{2} \xi_i} + \frac{\Xi_I(i)}{\xi_i} > 0 \right\}
\]

\(^2\)Authors in reference [4] found a formula for the error rate in the case that pilot tones have been inserted in all the sub-carriers. Therefore, the effect of interpolation was not studied in their work. Furthermore, extending their work to the case of channel estimation does not produce good results since they made a limiting assumption that the channel estimation error is independent of the channel at each subcarrier, which may not be the case depending on the interpolator. Hence, this chapter takes a different approach and will perform the analysis without a need to make this assumption.
where $\Xi_R(i)$ and $\Xi_I(i)$ are uncorrelated and have Gaussian distributions (hence they are independent) with zero means and variances of $\sigma_Z^2 = \sigma_X^2 = 0.5\sigma_Z^2$, where $\sigma_Z^2 = |\Xi| = |W_i|$. Then, $P_{c,\text{inst.}}$ will be as follows:

$$P_{c,\text{inst.}}(i) = Q\left(\frac{-\sigma_X \xi_i (\cos \phi_i - \sin \phi_i)}{\sigma_Z}\right) \times Q\left(\frac{-\sigma_X \xi_i (\cos \phi_i + \sin \phi_i)}{\sigma_Z}\right) \Rightarrow$$

$$P_{c,\text{inst.}}(i) = 1 - P_{c,\text{inst.}}(i) = Q\left(\frac{\sigma_X \xi_i (\cos \phi_i - \sin \phi_i)}{\sigma_Z}\right) + Q\left(\frac{\sigma_X \xi_i (\cos \phi_i + \sin \phi_i)}{\sigma_Z}\right) - Q\left(\frac{\sigma_X \xi_i (\cos \phi_i - \sin \phi_i)}{\sigma_Z}\right) \times Q\left(\frac{\sigma_X \xi_i (\cos \phi_i + \sin \phi_i)}{\sigma_Z}\right) \quad (4.3)$$

where $Q(g) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{g} e^{-\frac{z^2}{2}} dz$ for an arbitrary $g$. To evaluate the average error rate, $\overline{P}_c$, $P_{c,\text{inst.}}$ is averaged over the distributions of $\xi_i$ and $\phi_i$. First an averaging is performed over $\xi_i$, which has a Rayleigh distribution. Since the last term of Eq. 4.3 has a considerably smaller value than other terms (as long as the error rate is not too high), $P_{c,\text{inst.}}$ is approximated with the first two terms. $\overline{P}_c$ evaluated through this approximation is slightly larger than the exact value at high error rates but matches well otherwise. It can be shown that for an arbitrary $g$,

$$\overline{Q(\xi_i g)} = \frac{2}{\xi_i^2} \int_0^\infty Q(\xi_i g) \frac{e^{-\xi_i^2}}{\xi_i^2} d\xi_i$$

$$= \frac{1}{2} \frac{g}{\sqrt{2\pi}} \int_0^\infty e^{-\xi_i^2 (g^2 + \frac{2}{\Omega_i})} d\xi_i$$

$$= \frac{1}{2} \times (1 - \frac{g}{\sqrt{g^2 + \frac{2}{\Omega_i}}} ) \quad (4.4)$$

where,

$$\Omega_i = \frac{\xi_i^2}{\Omega_i} = \sum n' \sum_{n'} h_nh'n' e^{-\frac{j2\pi i (n-n')}{N}} \quad (4.5)$$

Since $h_nh'n' = \sigma_{h_n}^2 \delta_{n,n'}$, where $\sigma_{h_n}^2 = |h_n|^2$ ($\delta_{n,n'}$ is one for $n = n'$ and zero otherwise), then

$$\Omega_i = \sum_n \sigma_{h_n}^2 \quad (4.6)$$
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The index \(i\) of \(\Omega\) is dropped since it is not a function of \(i\) so \(\Omega = \sum_n \sigma_{h_n}^2\). Using Eq. 4.3-4.6, the average error rate will be as follows,

\[
\bar{P}_e(i) = 1 - 0.5 \sqrt{\frac{SNR_{ave}}{2}} \times E_{\phi_i} \left\{ \frac{\cos(\phi_i) - \sin(\phi_i)}{\sqrt{1 + \frac{SNR_{ave}(1 - \sin(2\phi_i))}{2}}} \right\} - 0.5 \sqrt{\frac{SNR_{ave}}{2}} \times E_{\phi_i} \left\{ \frac{\cos(\phi_i) + \sin(\phi_i)}{\sqrt{1 + \frac{SNR_{ave}(1 + \sin(2\phi_i))}{2}}} \right\} \tag{4.7}
\]

\(SNR_{ave}\), the average received Signal to Noise Ratio, is defined as \(SNR_{ave} = \frac{\Omega \sigma_z^2}{\sigma_z^2}\) and \(E_{z_1} \{z_2\}\) represents average of \(z_2\) with respect to \(z_1\) for arbitrary \(z_1\) and \(z_2\). The distribution of \(\phi_i\) is as follows [28]:

\[
pdf(\phi_i) = \frac{\cos(\xi_i^2 \xi_i^2)}{\sqrt{\text{var}(\xi_i^2)\text{var}(\xi_i^2)}} \left( \frac{1 - \rho_i \times (2\pi - |\phi_i|)}{4\pi^2} \right) \left( 1 - \rho_i \times (2\pi - |\phi_i|) \right)^{\frac{3}{2}} \quad \text{for} \quad |\phi_i| \leq 2\pi \tag{4.8}
\]

Where \(\rho_i = \frac{\text{cov}(\xi_i^2, \xi_i^2)}{\sqrt{\text{var}(\xi_i^2)\text{var}(\xi_i^2)}}\) with \(\text{cov}(\xi_i^2, \xi_i^2) = \xi_i^2 \xi_i^2 - \xi_i^2 \times \xi_i^2\) and \(\text{var}(\xi_i^2) = \xi_i^2 - (\xi_i^2)^2\). Then³,

\[
1 - 0.5 \sqrt{\frac{SNR_{ave}}{2}} \int_{\phi_i} \left\{ \frac{\cos(\phi_i) - \sin(\phi_i)}{\sqrt{1 + \frac{SNR_{ave}(1 - \sin(2\phi_i))}{2}}} \right\} \times pdf(\phi_i) d\phi_i \tag{4.9}
\]

### 4.3 Pilot-aided channel estimation

Let \(\nu \leq G\) be the maximum predicted normalized length of the channel. It can be shown that \(L \geq \nu + 1\) equally spaced frequency-domain pilot tones are required for channel estimation [15]. These \(L\) pilot tones, \(X_{\text{pilot}}(l_i)\), are inserted at sub-channels \(l_i = \frac{ixN}{L}\) for \(0 \leq i \leq L - 1\). An estimate of the channel at pilot tones can then be acquired as follows:

\[
\hat{H}_i = \frac{Y_i}{X_{\text{pilot}}(l_i)} = H_i + \frac{W_i}{X_{\text{pilot}}(l_i)} \quad 0 \leq i \leq L - 1 \tag{4.10}
\]

³Note that \(P_c(i)\) of Eq. 4.9 is a function of \(i\) through \(\rho_i\).
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To estimate the channel at sub-carriers in between the pilot tones, different interpolators can be used. The complexity of these interpolators varies depending on the number of pilot tones used to estimate the channel at each sub-carrier. In this chapter two extreme cases are analyzed. The first interpolator uses all the pilot tones to estimate the channel at each sub-band. The second one, on the other hand, only uses the two adjacent pilot tones. Therefore the former is expected to have superior performance in environments where delay spread is the main cause of performance degradation (as opposed to noise) at the cost of an increase in the complexity, as will be seen from the results of this chapter.

4.4 A Trigonometric Interpolator

To find the time domain channel from Eq. 4.10, an IFFT of length \( L \) is performed. The time-domain channel estimate, \( \hat{h}_k \), is:

\[
\hat{h}_k = \frac{1}{L} \sum_{i=0}^{L-1} \hat{H}_i e^{\frac{j2\pi ik}{L}} \quad 0 \leq k \leq L - 1
\]  

(4.11)

Through an FFT of length \( N \), the estimate of the channel at all the sub-carriers is:

\[
\hat{H}_i = \sum_{k=0}^{L-1} \hat{h}_k e^{-\frac{j2\pi ik}{N}} \quad 0 \leq i \leq N - 1
\]  

(4.12)

It is also possible to find \( \hat{H}_i \) directly from the pilot tones. Using Eq. 4.11 and 4.12,

\[
\hat{H}_i = \frac{1}{L} \sum_{z=0}^{L-1} \sum_{k=0}^{L-1} \hat{H}_i e^{-j2\pi k(\frac{z}{L} - \frac{i}{N})} \quad 0 \leq i \leq N - 1
\]

\[
= \frac{1}{L} \sum_{z=0}^{L-1} \hat{H}_i \frac{1 - e^{-j2\pi i z/L}}{1 - e^{-j2\pi (\frac{z}{N} - \frac{i}{N})}}
\]

\[
= \sum_{z=0}^{L-1} \frac{1 - e^{-j2\pi i z/L}}{2L} (\cot(\pi i \frac{z}{N} - \frac{z}{L}) + j) \times \hat{H}_i
\]

(4.13)

where \( r = \frac{N}{L} \) and \( \cot(s) = \frac{\cos(s)}{\sin(s)} \) for an arbitrary \( s \). From Eq. 4.13, it can be seen that to estimate the channel at any sub-carrier, all the \( L \) pilots have been used. This
interpolator is referred to as a “trigonometric interpolator” since the coefficient of $\hat{H}_i$ is a trigonometric function of $i$ in Eq. 4.13. Inserting Eq. 4.10 in Eq. 4.13,

$$\hat{H}_i = H_i + \sum_{z=0}^{L-1} \alpha_{i,z} \frac{W_i}{X_{pita}(l_z)} \tag{4.14}$$

Therefore:

$$\hat{\Omega}_{i,tri} = \hat{\xi}_i^2 = |H_i|^2 = \Omega + \frac{\sigma_X^2}{\sigma_X^2} \sum_{z=0}^{L-1} |\alpha_{i,z}| \quad 0 \leq i \leq N - 1 \tag{4.15}$$

The subscript $tri$ in $\hat{\Omega}_{i,tri}$ refers to the trigonometric interpolator. It can be easily shown that $\sum_{z=0}^{L-1} |\alpha_{i,z}| = 1$ for any $i$. Therefore,

$$\hat{\Omega}_{i,tri} = \Omega + \frac{\sigma_X^2}{\sigma_X^2} \quad 0 \leq i \leq N - 1 \tag{4.16}$$

The index $i$ of $\hat{\Omega}_{i,tri}$ is dropped since $\hat{\Omega}_{i,tri}$ is not a function of $i$ as can be seen from Eq. 4.16. It is easy to show that for a Rayleigh distributed variable $g$, $g^2 = 2(g^2)^2$ and hence $var(g^2) = (g^2)^2$. Thus, $var(\xi_i^2) = \Omega^2$ and $var(\hat{\xi}_i^2) = \hat{\Omega}_{i,tri}^2$. Using these equalities, $\xi_i^2 \hat{\xi}_i^2$ is:

$$\overline{\xi_i^2 \hat{\xi}_i^2} = \overline{|H_i|^2|\hat{H}_i|^2} = 2\Omega^2 + \frac{\sigma_X^2}{\sigma_X^2} \Omega \tag{4.17}$$

Finally, $\rho_i$ for this interpolator is,

$$\rho_{i,tri} = \frac{\overline{\xi_i^2 \hat{\xi}_i^2}}{\overline{\Omega_{i,tri}}} = \frac{\Omega}{\hat{\Omega}_{i,tri}} = \frac{SNR_{ave}}{1 + SNR_{ave}} \tag{4.18}$$

As can be seen from Eq. 4.18, for this interpolator, $\rho_i$ and therefore $P_e(i)$ are neither functions of $i$ nor functions of the shape of the channel delay profile and are solely functions of $SNR_{ave}$. 
4.5 A Linear Interpolator

It is also possible to estimate the channel at all the sub-carriers by linear interpolation. In this case, the channel is estimated at each sub-carrier using only the two adjacent pilots. Therefore, this interpolator will be less computationally complex than the one of the previous section. The channel estimate will be as follows for this interpolator,

\[
\hat{H}_i = \eta_i \hat{H}_{d_i} + \eta_i \hat{H}_{d_i+r} \quad 0 \leq i \leq N - 1
\]  

(4.19)

\(d_i = \text{floor}(i \frac{\Delta f}{r}) \times r\) refers to the sub-carriers with pilot tones, \(\eta_i = \frac{i - d_i}{r}\) and \(\vartheta_i = 1 - \eta_i\).

Using Eq. 4.10,

\[
\hat{H}_{d_i} = H_{d_i} + \frac{W_{d_i}}{X_{\text{pilot}}(d_i)}
\]  

(4.20)

Therefore,

\[
\hat{H}_i = \eta_i \hat{H}_{d_i} + \vartheta_i \frac{W_{d_i}}{X_{\text{pilot}}(d_i)} + \eta_i \hat{H}_{d_i+r} + \eta_i \frac{W_{d_i+r}}{X_{\text{pilot}}(d_i+r)} \quad 0 \leq i \leq N - 1
\]  

(4.21)

Using Eq. 4.21, \(\hat{\Omega}_{i,\text{Lin}}\) is found, where the subscript Lin refers to the linear interpolator,

\[
\hat{\Omega}_{i,\text{Lin}} = \frac{\hat{\xi}_i^2}{\sigma_n^2} = (\vartheta_i^2 + \eta_i^2) \times (\Omega + \frac{\sigma_n^2}{\sigma_X^2}) + 2 \vartheta_i \eta_i \times \text{real}(R_H(r))
\]  

(4.22)

\(R_H(g)\), the auto-correlation function of the wide-sense stationary process \(H\), is defined as \(R_H(g) = \overline{H_{g+r} H^*_r} = \sum \sigma_n^2 e^{-j2\pi g} \) and \(\Omega = R_H(0)\) is as defined in the previous section. Next, the covariance is calculated. Using Eq. 4.21,

\[
\frac{\overline{\hat{\xi}_i^2 \hat{\xi}_k^2}}{\sigma_n^2} = \frac{\overline{H_i H_i^* H_k H_k^*}}{\sigma_n^2}
\]

\[
= \vartheta_i^2 \overline{H_i H_i^* H_d H_d^*} + \eta_i^2 \overline{H_i H_i^* H_{d_i+r} H_{d_i+r}^*} + 2 \vartheta_i \eta_i \times \text{real}(\overline{H_i H_i^* H_{d_i} H_{d_i+r}^*}) + (\vartheta_i^2 + \eta_i^2) \frac{\Omega \sigma_n^2}{\sigma_X^2}
\]  

(4.23)

To evaluate the terms in Eq. 4.23, \(\overline{H_i H_i^* H_z H_n^*}\) is calculated for an arbitrary \(z\) and \(n\):
\[
H_i H_i^* H_n = \sum_k \sum_{k'} \sum_{k''} h_k h_{k'} h_{k''} e^{-j \frac{2\pi ((k-k')+1+kk''-nk''')}{N}}
\]

\[
= \sum_k |h_k|^2 e^{-j \frac{2\pi(kz-n)}{N}} + \sum_{k \neq k'} \sum_{k''} \sigma_{h_k}^2 \sigma_{h_{k'}}^2 e^{-j \frac{2\pi (k-k'+1)k''-nk''}{N}} +
\]

\[
\sum_{k=k''} \sum_{k'=k'''} \sigma_{h_k}^2 \sigma_{h_{k'}}^2 e^{-j \frac{2\pi ((k-k')+1+k-k'')}{N}} +
\]

\[
\sum_{k=k''} \sum_{k'=k'''} h_k^2 h_{k'}^2 e^{-j \frac{2\pi ((k-k')+1+k-k'')}{N}}
\]  \hspace{1cm} (4.24)

For an \( h_k \) with Rayleigh fading amplitude and uniformly distributed phase, \( \overline{h_k^2} = 0 \). Therefore, the last term on the right hand side of Eq. 4.24 is zero. Evaluating the other terms,

\[
\overline{H_i H_i^* H_n} = 2R_{AH}(z - n) + \Omega R_H(z - n) -
\]

\[
R_{AH}(z - n) + R_H(i - n) R_H(z - i) - R_{AH}(z - n)
\]

\[
= \Omega R_H(z - n) + R_H(i - n) R_H(z - i)
\]  \hspace{1cm} (4.25)

where \( R_{AH}(g) = \sum_k \sigma_{h_k}^4 e^{-j \frac{2\pi h_k}{N}} \). Using Eq. 4.25, Eq. 4.23 can be written as follows,

\[
\overline{\xi_i^2 \xi_i^2} = \varrho_i^2 (\Omega^2 + |R_H(i - d_i)|^2) + \eta_i^2 (\Omega^2 + |R_H(i - d_i - r)|^2) +
\]

\[
2 \varrho_i \eta_i \times \text{real}(\Omega R_H(r) + R_H(i - d_i) R_H(d_i + r - i)) +
\]

\[
(\varrho_i^2 + \eta_i^2) \frac{\Omega \sigma_\xi^2}{\sigma_X^2}
\]  \hspace{1cm} (4.26)

Then,

\[
\text{cov}(\xi_i^2, \xi_i^2) = \overline{\xi_i^2 \xi_i^2} - \Omega \Omega_{\xi \bar{m}}
\]

\[
= \varrho_i^2 |R_H(i - d_i)|^2 + \eta_i^2 |R_H(i - d_i - r)|^2 +
\]

\[
2 \varrho_i \eta_i \times \text{real}(R_H(i - d_i) R_H(d_i + r - i))
\]  \hspace{1cm} (4.27)
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Therefore,

\[ \rho_{i, \text{Lin}} = \frac{g^2|R_H(i-d_i)|^2 + \eta_i^2|R_H(i-d_i-r)|^2 + 2g\eta_i \times \text{real}(R_H(i-d_i)R_H(d_i+r-i))}{\eta_i \times \text{SNR}_{\text{ave}}} \]  

(4.28)

To write Eq. 4.28 as a function of \( \text{SNR}_{\text{ave}} \), the power of the channel is normalized:

\[ \sigma_{h, \text{nor.m.}}^2 = \frac{\sigma_h^2}{\Omega} \]. Let \( R_{H, \text{nor.m.}}(g) = \sum_k \sigma_{h, \text{nor.m.}}^2 \cdot e^{\frac{2\pi i k g}{N}} \) for an arbitrary \( g \). Then, Eq. 4.28 can be written as follows:

\[ \rho_{i, \text{Lin}} = \frac{g^2|R_{H, \text{nor.m.}}(i-d_i)|^2 + \eta_i^2|R_{H, \text{nor.m.}}(i-d_i-r)|^2 + 2g\eta_i \times \text{real}(R_{H, \text{nor.m.}}(i-d_i)R_{H, \text{nor.m.}}(d_i+r-i))}{(g^2 + \eta_i^2) \times \left( \frac{\text{SNR}_{\text{ave}}}{\text{SNR}_{\text{ave}}} + 2g\eta_i \times \text{real}(R_{H, \text{nor.m.}}(r)) \right)} \]  

(4.29)

As can be seen from Eq. 4.29, \( \rho_i \) and therefore \( F_\tau(t) \) of the linear interpolator are functions of \( i \). There are \( \lfloor \frac{N}{2} \rfloor + 1 \) different error rates that each sub-carrier may experience depending on its location. For example, pilot carrying sub-carriers are those with \( \eta_i = 0 \). From Eq. 4.29, it can be seen that for these sub-carriers \( \rho_{i, \text{Lin}} = \frac{\text{SNR}_{\text{ave}}}{1 + \text{SNR}_{\text{ave}}} \) which is the same as \( \rho_{i, \text{Tri}} \).

In general, there are two factors determining the performance of a linear interpolator: noise and delay spread. For a sub-carrier farther from the pilots, \( R_{H, \text{nor.m.}} \) decreases for non-flat channels\(^4\). However, the amount of added noise decreases as well. To see this, take the noisy terms, \( \eta_i^2 \frac{W_{d_i}}{\text{SNR}_{\text{pilot}(d_i)}} \) and \( \eta_i^2 \frac{W_{d_i+r}}{\text{SNR}_{\text{pilot}(d_i+r)}} \), of Eq. 4.21. It can be easily shown that the power of these terms is minimized for \( \eta_i = \frac{1}{2} \), which refers to the sub-carriers in the middle of every two consecutive tones. At high delay spreads, delay spread becomes the dominant factor. Then, \( R_{H, \text{nor.m.}} \) decreases and the linear interpolator will have worse performance than the trigonometric one. However, for nearly-flat fading channels, noise becomes the dominant factor. Then the linear interpolator will have better performance than the trigonometric one. For instance, consider the sub-carriers with \( \eta_i = \frac{1}{2} \). Inserting \( R_{H, \text{nor.m.}} = 1 \) (flat fading) in Eq. 4.29 for these carriers would result in the following:

\[ \eta_i = \frac{1}{2} \quad \& \quad R_{H, \text{nor.m.}} = 1 \Rightarrow \rho_{i, \text{Lin}} = \frac{2\text{SNR}_{\text{ave}}}{2\text{SNR}_{\text{ave}} + 1} \]  

(4.30)

Comparing Eq. 4.30 with Eq. 4.18 shows that the linear interpolator has a 3dB gain in this specific case. This is due to the fact that the trigonometric interpolator uses

\(^4\)the sub-carrier in the middle of every two consecutive pilot tones has the least correlation.
all the pilots for channel estimation at each sub-carrier, which adds more noise than
the linear one that uses solely the adjacent pilots. Despite the superiority of the linear
interpolator in the flat fading case, since these interpolators are to be used in delay spread
environments, the trigonometric interpolator will outperform the linear one. Therefore,
this thesis will use the trigonometric interpolator in the subsequent chapters as part of
the channel estimation process.

4.6 Analysis and Simulation Results

This section finds $\overline{P_c}(i)$ of Eq. 4.9 for two channels, channels c4.1 and c4.2, using the
correlation coefficients of the interpolators\(^5\). Also, the whole system is simulated for both
channels to compare the results of analysis and simulation. The power delay profile of both
channels has two non-zero samples with relative powers of $\frac{2}{3}$ and $\frac{1}{3}$ respectively. The delay
between the two samples is\(^6\) 5\(\mu s\) for channel c4.1 and 26\(\mu s\) for channel c4.2. Therefore,
the frequency response of channel c4.2 is less correlated, i.e. $R_{H,norm}$ has smaller values
for this channel since it is the FFT of the power-delay profile with a longer delay. Input
modulation is 4PSK, $r = 4$, $N = 892$ and the total bandwidth is $3.9\, MHz$. Since
$r = 4$, there are three sub-carriers in between every two consecutive pilots. Therefore
for the linear interpolator, there will be three sets of error rates. Set#1 refers to the
pilot sub-carriers\(^7\). Set#2 refers to the sub-carriers that are adjacent to one pilot carrier
and set#3 denotes the remaining sub-carriers. Fig. 4.1 shows $\overline{P_c}$ of channel c4.1 as a
function of $SNR_{ave}$ for both interpolators. For this channel, the trigonometric and linear
interpolators have very similar performance due to low delay spread. It can be seen that,
the error rate of set#1 of the linear interpolator is the same as that of the trigonometric
one, as was shown in the previous section. Since the delay spread of this channel is low,

\(^5\)This thesis would refer to the simulated channels in the following format: c4.*, where the first *
refers to the Chapter in which the channel is used and the second * distinguishes that channel in the
Chapter.

\(^6\)In both cases, the channel delay spread is less than the cyclic prefix length.

\(^7\)In the OFDM symbols with training, pilots are transmitted on these sub-carriers. However, when
considering the error rates at these sub-carrier frequencies, it refers to the subsequent symbols, without
training, that use the estimate of the channel from the training symbols. For the remaining sub-carriers,
error rate analysis applies to both training and non-training symbols.
at low $SNR_{ave}$, noise is the dominant factor. Therefore, for set#2 and 3, the performance of the linear interpolator is slightly better than the trigonometric one at low $SNR_{ave}$, as can be seen. On the other hand, at very high $SNR_{ave}$, delay spread becomes the dominant factor and the trigonometric interpolator slightly outperforms the linear one at set#2 and 3. This is more pronounced for set#3 since channel values at those subcarriers are less correlated with those at the pilot carrying ones. Fig. 4.2 shows the error rates for channel c4.2. The performance of the linear interpolator degrades considerably at set#2 and 3 for this channel due to higher delay spread. However, the performance of the trigonometric interpolator stays independent of the shape of the channel. As can be seen, the results of the mathematical analysis and simulation match well in both Fig. 4.2 and 4.3. At very high $P_e$, the results of the analysis are slightly higher than those of the simulation, which is due to the omission of the last term of Eq. 4.3.

### 4.7 Summary

In this chapter average probability of error formulas are derived for an OFDM receiver that uses frequency-domain pilot-aided channel estimation. In particular, the performance of a trigonometric interpolator and a linear interpolator was analyzed. It was shown mathematically that the average error rate of the trigonometric interpolator is independent of the shape of the channel and is solely a function of $SNR_{ave}$. Furthermore, it was shown that as delay spread increases, the performance of the linear interpolator degrades considerably. In the case of a flat fading channel, however, the linear interpolator has a 3dB gain over the trigonometric one due to the smaller contribution of noise sources. Finally, the simulation results confirmed the mathematical analysis.
Figure 4.1: $P_e$ vs. $SNR_{ave}$ for channel e4.1
Figure 4.2: $P_e$ vs. $SNR_{ave}$ for channel c4.2
Chapter 5

Timing Synchronization for Low-Mobility Cases

The goals of this chapter are as follows: to analyze the impact of timing synchronization errors on the performance of pilot-aided OFDM systems and to design a robust timing synchronization algorithm without additional training overhead. This chapter will focus on low-mobility environments and the effect of high mobility is introduced in the next chapter.

The first part of the chapter provides a mathematical analysis of the effect of timing synchronization errors on the performance of an OFDM receiver in a frequency selective fading environment. Exact formulas for the average Signal to Interference Ratio ($SIR_{ave}$) are derived. The effect of these errors on a pilot-aided channel estimator is then studied. Channel estimation error expressions are derived in the presence of timing synchronization errors.

The second part of the chapter introduces a new timing synchronization algorithm based on the analysis of the first part.
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5.1 Introduction

In this thesis, timing synchronization refers to the correct detection of the start of the OFDM symbol (symbol alignment). Timing synchronization errors degrade the performance of an OFDM receiver by introducing Inter-Carrier-Interference (ICI) and Inter-Symbol-Interference (ISI). Timing synchronization algorithms can be categorized mainly into two groups: training-based and correlation-based. The first group is based on transmitting two identical symbols [24]. Muller [14] has provided a good survey and comparison of such algorithms. The performance of these methods are good but there is a waste of bandwidth in transmitting the training information. The waste can become considerable in high mobility environments for the following reason. As mobility increases, OFDM symbol alignment can become obsolete more rapidly due to the frequent changes of the power-delay profile of the channel. This requires more frequent update of the symbol alignment. Therefore, using training-based methods could result in a considerable waste of the bandwidth.

The second category is based on using the redundancy of the cyclic prefix [29]. Then the start of the symbol is where the correlation of the start and end data points is maximized. In the absence of delay spread, this would work fine. However, in the presence of delay spread, the cyclic prefix is affected by the previous symbol resulting in performance degradation. There are other methods that use the cyclic prefix for coarse synchronization followed by a fine tuning [32]. However, Yang in [32] makes the assumption that the first sample of the channel-delay profile is the strongest, which is not always true in environments with no line of sight path.

While the effect of timing errors on OFDM systems has been extensively studied by researchers in this field, the effect of these errors on a pilot-aided channel estimator has not been investigated before. In order to design a robust timing synchronization algorithm, this chapter takes an overall look at timing synchronization and channel estimation. It provides a complete mathematical analysis of the effect of timing errors on a pilot-aided OFDM system to provide the following:
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1) Understanding the effect of such errors on an OFDM system in general and characterizing the introduced interference terms;
2) Understanding the effect of such errors on a pilot-aided channel estimator in particular.

In reference [25], authors have worked on the first category. They have provided an approximate formula with limited applications for the interference caused by timing errors. However, no work has so far been published in the second category. It is the goal of this chapter to first provide an exact derivation of the effect of timing errors on an OFDM system in general. Once this is done, the effect of these errors on a pilot-aided channel estimator is studied and channel estimation error formulas are derived. Based on this analysis, a new timing synchronization algorithm is proposed.

5.2 Effect of Timing Synchronization Errors

Consider a case of timing errors of \( m \) sampling periods. \( m > 0 \) and \( m < 0 \) denote timing errors of \( m \) to the right and left side respectively, as is shown in Fig. 5.1.

5.2.1 Case of timing errors to the right (\( m > 0 \))

In this case, an error of \( m \) sampling periods to the right side has occurred. Then, the terms \( y_0, y_1, \ldots, y_{m-1} \) are missed and instead \( m \) data points of the next OFDM symbol are erroneously selected. The received signal can thus be written as follows:\(^1\):

\[
y_i^r = \vartheta((i+m))_N \times \gamma_i^r + s_i + w_i^r \quad 0 \leq i \leq N - 1
\] (5.1)

where \( y_i^r \) is a sample of the received signal for \( m > 0 \), \( \vartheta \) is as defined in Eq. 3.3, \( s_i \) is given by:

\[
s_i = \begin{cases} 
 0 & 0 \leq i \leq N - m - 1 \\
y_{pf}^\text{next}(i - N + m) & \text{else}
\end{cases}
\]

with \( y_{pf}^\text{next}(i) \) representing the \( i^{th} \) sample of the output cyclic prefix of the next OFDM symbol (excluding the effect of AWGN), \( \gamma_i^r \) is given by:

\[
\gamma_i^r = \begin{cases} 
 1 & 0 \leq i \leq N - m - 1 \\
 0 & N - m \leq i \leq N - 1
\end{cases}
\]

and \( w_i^r \) is a sample of AWGN. Then \( Y_i^r \), the FFT of \( y_i^r \),

\(^1\)Since this chapter assumes a low mobility environment, the channel is considered constant over one OFDM symbol.
Figure 5.1: Errors of $m$ sampling periods to the right side (top figure) and left side (bottom figure)

will be,

$$Y_i^r = \frac{1}{N} H_i X_i e^{j2\pi m N} + \sum_{k=1}^{N-1} \frac{1}{N} H_{(i-k)N} X_{(i-k)N} e^{j2\pi (i-k)} + S_i + W_i^r \quad 0 \leq i \leq N - 1 \quad (5.2)$$

Where $S_i$ is the FFT of $s_i$ and $I_i^r$, the FFT of $\gamma_i^r$, is $I_i^r = \left\{ \begin{array}{ll} \frac{1-e^{-j2\pi m}}{1-e^{-j2\pi m/N}} & i \neq 0 \\ N-m & i = 0 \end{array} \right.$.

$I_i^r$ represents the ICI resulting from multiplication of $\vartheta_{(i+m)N}$ by $\gamma_i^r$ as in Eq. 5.1. The power of $I_i^r$ can then be calculated as follows:

$$\sigma_{I_i^r}^2 = \frac{1}{N^2} \sum_{k=1}^{N-1} \sum_{k'=1}^{N-1} I_i^r H_{(i-k)N} H_{(i-k')N}^* X_{(i-k)N} X_{(i-k')N} e^{-j2\pi m (k-k')}$$

$$= \frac{(N-m)m}{N^2} \sigma_X^2 \sigma_H^2$$

(5.3)
Let $C \leq \nu$ represent the normalized length of the channel delay spread. In Eq. 5.3, 
\[ x_i^j = \sigma_X^2 \delta_{i,j}, \quad H_i^j = \sigma_H^2 \delta_{i,j}, \]
with \( \sigma_X^2 = \sum_{i=0}^{C} \sigma_{h_i}^2 \), and 
\[ \sum_{k=1}^{N-1} |\gamma_k^r|^2 = N \sum_{k=0}^{N-1} |\gamma_k^r|^2 - \Gamma_0^2 = m \times (N - m). \]
\( \delta \) is as defined in Chapter 4. Next, \( \sigma^2_S \), the power of \( S_i \), is calculated. Since \( y_{pf}^{\text{next}} \) includes delayed replicas of the current OFDM symbol from the delayed paths, \( S_i \) has an ICI term in addition to an ISI term. 
\[ S_i = \sum_{k=0}^{m-1} s_{N-m+k} e^{-\frac{j2\pi(k-m)}{N}}, \]
where \( s_{N-m+k} \) can be written as follows:
\[ s_{N-m+k} = y_{pf}^{\text{next}}(k) = \sum_{k'=k+1}^{C} h_{k'} x_{N-k'+k} + \sum_{k'=0}^{k} h_{k'} x_{N-G+k-k'}^{\text{next}} \quad 0 \leq k \leq m - 1 \quad (5.4) \]
where \( x_{N-k'+k}^{\text{next}} \) represents the \( k^{th} \) time-domain transmitted data point of the next OFDM symbol. Since \( x \) and \( x^{\text{next}} \) are independent, \( \sigma^2_S \) will be as follows:
\[ \sigma^2_S = \frac{\sigma_X^2}{N} \sum_{k=0}^{m-1} \sum_{k'=k+1}^{C} \sigma_{h_{k'}}^2 + \frac{\sigma^2_X}{N} \sum_{k=0}^{m-1} \sum_{k'=0}^{k} \sigma_{h_{k'}}^2 = \frac{m \sigma^2_X \sigma^2_H}{N} \quad (5.5) \]
To evaluate the power of interference terms, \( I_i^j S_i^* \) need to be calculated. Using the definition of \( I_i^j \) and \( S_i \),
\[ I_i^j S_i^* = \frac{1}{N} \sum_{k=0}^{m-1} \sum_{k'=k+1}^{C} \sum_{k''=1}^{N-1} \Gamma_k^r h_{k'} H(i-k'')_N \times x_{N-k'+k}^{\text{next}} x_{(i-k'')}_N e^{-\frac{j2\pi(k''-(k-m))}{N}} \quad (5.6) \]
Using \( h_{k'} H(i-k'')_N = \sigma_{h_{k'}}^2 e^{-\frac{j2\pi(k''-(k-m))}{N}} \) and \( x_{N-k'+k}^{\text{next}} x_{(i-k'')}_N = \frac{\sigma^2_X e^{-\frac{j2\pi(k''-(k-m))}{N}}}{N} \), Eq. 5.6 can be simplified as follows:
\[ I_i^j S_i^* = \frac{\sigma_X^2}{N^2} \sum_{k=0}^{m-1} \sum_{k'=k+1}^{C} \sigma_{h_{k'}}^2 \sum_{k''=1}^{N-1} \Gamma_k^r e^{-\frac{j2\pi(k''-(k-m))}{N}} \]
\[ = \frac{\sigma_X^2}{N^2} \sum_{k=0}^{m-1} \sum_{k'=k+1}^{C} \sigma_{h_{k'}}^2 \left( N \gamma_k^r (k-m) - \Gamma_0^r \right) \]
\[ = - \frac{N-m}{N^2} \sigma_X^2 \sum_{k=0}^{m-1} \sum_{k'=k+1}^{C} \sigma_{h_{k'}}^2 \quad (5.7) \]
\( \gamma_{(k-m)_N} \) is zero for the given range of \( k \). Therefore, the total interference power and average Signal-to-Interference Ratio for \( m > 0 \) (\( SIR_{ave}^r \)) will be as follows:

\[
|I_i^r + S_i|^2 = \frac{(2N-m)m}{N^2} \sigma_X^2 \sigma_H^2 - 2 \frac{N-m}{N^2} \sigma_H^2 \sum_{k=0}^{m-1} C \sum_{k'=k+1}^C \sigma_{h_{k'}}^2 \Rightarrow SIR_{ave}^r = \frac{(N-m)^2}{(2N-m)\sigma_H^2 \sum_{k=0}^{m-1} \sum_{k'=k+1}^C \sigma_{h_{k'}}^2}
\] (5.8)

### 5.2.2 Case of timing errors to the left \( (m < 0) \)

In this case, due to the presence of the cyclic prefix, the number of data points that are missed can be less than \(-m\). If the length of the channel delay spread spans \( C \) sampling periods, only \( d = \max(C - (G + m), 0) \) data points are corrupted due to the interference from the previous symbol. Therefore,

\[
y_i^l = \theta_{((i+m)_N} \times \gamma_i^l + \psi_i + w_i^l \quad 0 \leq i \leq N - 1
\] (5.9)

Where \( y_i^l \) is a sample of the received signal for \( m < 0 \), \( \psi_i = \begin{cases} y_{pf}(G + m + i) & 0 \leq i \leq d - 1 \\ 0 & d \leq i \leq N - 1 \end{cases} \)

with \( y_{pf}(i) \) representing the \( i^{th} \) sample of the output cyclic prefix of the current OFDM symbol (excluding the effect of AWGN), \( \gamma_i^l = \begin{cases} 0 & 0 \leq i \leq d - 1 \\ 1 & d \leq i \leq N - 1 \end{cases} \) and \( w_i^l \) is a sample of AWGN. Then \( Y_i^l \), the FFT of \( y_i^l \), will be,

\[
Y_i^l = \left[ \frac{\Gamma_i^l}{N} H_i X_i e^{\frac{i2\pi mi}{N}} \right] + \sum_{k=1}^{N-1} \left[ \frac{\Gamma_k^l}{N} H_{(i-k)_N} X_{(i-k)_N} e^{\frac{i2\pi m(i-k)}{N}} \right] + \Psi_i + W_i^l
\] (5.10)

where \( \Psi_i \) is the FFT of \( \psi_i \) and \( \Gamma_i^l \), the FFT of \( \gamma_i^l \), is \( \Gamma_i^l = \begin{cases} \frac{e^{i2\pi mi}}{1-e^{i2\pi m/N}} & i \neq 0 \\ \frac{1}{1-e^{i2\pi m/N}} & i = 0 \end{cases} \). Then, similar to the \( m > 0 \) case, the power of \( I_i^l \) will be \( \sigma_{I_i^l}^2 = \frac{(N-d)d}{N^2}\sigma_X^2 \sigma_H^2 \). Next, the power of
\[ \Psi_i = \sum_{k=0}^{d-1} \psi_k e^{-\frac{2\pi i k}{N}}, \sigma_{\Psi}^2, \] is calculated. \( \psi_k \) can be written as follows:

\[
\psi_k = \sum_{k'=0}^{G+m+k} h_{k'} x_{N+m+k-k'} + \sum_{k'=G+m+k+1}^{C} h_{k'} x_{N+m+k-k'}^{\text{prev}} \quad 0 \leq k \leq d-1
\]

where \( x_{i}^{\text{prev}} \) represents the \( i^{th} \) time-domain transmitted data point of the previous OFDM symbol. Then \( \sigma_{\Psi}^2 \) will be as follows:

\[
\sigma_{\Psi}^2 = \frac{\sigma_X^2}{N} \sum_{k=0}^{d-1} \sum_{k'=0}^{G+m+k} \sigma_{h_{k'}}^2 + \frac{\sigma_X^2}{N} \sum_{k=0}^{d-1} \sum_{k'=G+m+k+1}^{C} \sigma_{h_{k'}}^2 = \frac{d \sigma_X^2 \sigma_H^2}{N}
\]

Similar to the case of \( m > 0 \), \( \overline{I_i^{\Psi_i}} \) will be as follows:

\[
\overline{I_i^{\Psi_i}} = \frac{-N - d}{N^2} \sigma_X^2 \sum_{k=0}^{d-1} \sum_{k'=0}^{G+m+k} \sigma_{h_{k'}}^2
\]

Therefore, the total interference power and SIR\(_{\text{ave}}\) for \( m < 0 \) are as follows:

\[
|I_i + \Psi_i|^2 = \frac{(2N-d)^2}{N^2} \sigma_X^2 \sigma_H^2 - 2 \frac{N-d}{N^2} \sigma_X^2 \sum_{k=0}^{d-1} \sum_{k'=G+m+k} \sigma_{h_{k'}}^2 \quad \Rightarrow
\]

\[
\text{SIR}_{\text{ave}}^i = \frac{(N-d)^2}{(2N-d)^2} \frac{N-d}{\sigma_H^2} \sum_{k=0}^{d-1} \sum_{k'=G+m+k} \sigma_{h_{k'}}^2
\]

### 5.2.3 Simulation Results

The effect of timing errors on the performance of an OFDM system for both \( m > 0 \) and \( m < 0 \) cases is simulated. In this simulation \( N = 512 \) and \( G = 52 \). The power-delay profile of channel c5.1 is as follows:

**Power-delay profile of channel c5.1:**

\[
[0.1214 \ 0.1529 \ 0 \ 0 \ 0.1924 \ 0.1529 \ 0 \ 0.1160 \ 0.0965 \ 0.0766 \ 0.0609 \ 0.0305]
\]

where the numbers are the fractioned received power at increasing delays in sampling period\(^2\). Fig. 5.2 shows average SIR resulting from the analysis (Eq. 5.8 and 5.14) and simulation for this channel. Since the length of channel c5.1 spans only 21% of the guard

\(^2\)These fractioned received power values at different delays spaced at sampling period are sometimes called “channel taps”. 
interval, the interference power will be zero \(d = 0\) for \(-42 < m < 0\). Furthermore, the level of interference for \(m > 0\) and \(m < 0\) is different. This non-symmetric effect of the timing errors can be seen from Fig. 5.2. Furthermore, the results of the analysis and simulation match well. To see the effect of \(m < 0\) more prominently, the effect of timing errors is simulated for channel c5.2. This channel has the same power delay profile as channel c5.1 but the last five delay-profile samples are delayed such that the total delay spread spans 48% of the guard interval. Fig. 5.3 has plots of simulation and analysis for channel c5.2. Increasing the delay spread does not have a significant effect for \(m > 0\). However, for \(m < 0\), the interference power is only zero for the reduced range of \(-28 < m < 0\). The match of simulation and analysis results can be seen in Fig. 5.3.

Figure 5.2: Average SIR vs. \(m\) (analysis and simulation) for channel c5.1
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5.2.4 Effect of timing errors on the trigonometric interpolator, case of \( m > 0 \)

In this section we explore the effect of timing errors on the performance of a pilot-aided channel estimator. Consider the case of \( m \geq 0 \). Let \( H_{eq}(i) = \sum_k h_{eq}(k)e^{-\frac{j2\pi k}{N}} \) represent the relationship between the transmitted data point at the \( i^{th} \) sub-carrier, \( X_i \), and the received data point, \( Y^r_i \) in this case, \((h_{eq} \) is the IFFT of \( H_{eq} \)). Using Eq. 5.2,

\[
H_{eq}^r(i) = \frac{\Gamma_0^r}{N} H_i e^{\frac{j2\pi m i}{N}}
\]  

(5.15)

Then,

\[
h_{eq}^r(k) = \frac{\Gamma_0^r}{N} h((k+m)_N)
\]  

(5.16)
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As can be seen from Eq. 5.16, a timing synchronization error of \( m > 0 \) introduces a rotation of \( m \) sampling periods in the base of \( N \) in the equivalent channel. This rotation will result in the expansion of the channel beyond its maximum predicted length. Fig. 5.4b shows the equivalent channel for the original channel of length \( L - 1 \) shown in Fig. 5.4a (\( L \) is as defined in Chapter 4). As can be seen, a rotation has occurred and resulted in the expansion of the equivalent channel beyond the maximum predicted channel length of \( \nu \) (\( \nu \) is defined in Section 4.3). Even one error to the right side will result in an equivalent channel of length \( N - 1 \). This will degrade the performance of the channel estimator, as it assumes an equivalent channel that spans \( L \) sampling periods at maximum. To see the effect of timing errors on channel estimation analytically, consider the case that \( L \geq \nu + 1 \) equally-spaced frequency-domain pilot tones, \( X_{\text{pilot}}(l_i) \) for \( 0 \leq i \leq L - 1 \), are inserted among the sub-carriers where \( l_i = \frac{i \times N}{L} \). Then,

\[
\hat{H}_{eq}^r(l_i) = \frac{Y_i^r}{X_{\text{pilot}}(l_i)} = H_{eq}^r(l_i) + \frac{I_i^r + S_i + W_i^r}{X_{\text{pilot}}(l_i)} \quad 0 \leq i \leq L - 1
\]  

(5.17)

Through an IFFT of length \( L \), the estimate of the channel in time-domain would be

\[
\hat{h}_{eq}^r(k) = \frac{H_{eq}^r((k+m)_L)}{N} + \frac{I_k^r}{\text{Interference}} + \frac{V_k^r}{\text{AWGN}}
\]  

(5.18)

Define \( U_i^r \) and \( V_i^r \) as follows:

\[
U_i^r = \sum_{z=0}^{L-1} \alpha_{i,z} \frac{I_i^r + S_i}{X_{\text{pilot}}(l_z)} \quad \& \quad V_i^r = \sum_{z=0}^{L-1} \alpha_{i,z} \frac{W_i^r}{X_{\text{pilot}}(l_z)}
\]  

(5.19)

Then \( u^r \) and \( v^r \) will be the IFFTs of \( U^r \) and \( V^r \) respectively and \( \alpha_{i,z} = \frac{1}{L} \sum_{g=0}^{L-1} e^{j2\pi g(l_z - l_i)} \) as defined in Chapter 4.

As can be seen from Eq. 5.18, there are three factors contributing to channel estimation error: effect of rotation, interference and noise. The first factor occurs because the equivalent channel has a rotation in the base of \( N \) while the estimated equivalent channel has a rotation in the base of \( L \). Since \( L \) is chosen based on the maximum predicted length of the original channel, \( \nu \), it is typically considerably smaller than \( N \). Therefore,
CHAPTER 5. TIMING SYNCHRONIZATION FOR LOW-MOBILITY CASES

the mismatch between the equivalent channel and the estimated equivalent channel can be considerable, solely due to the first factor. Fig. 5.4c shows the estimated equivalent channel for the equivalent channel of Fig. 5.4b (effect of interference and noise is not shown on the figure). Comparing Fig. 5.4b and 5.4c, a mismatch can be observed in the location of the first \( m \) samples of the original channel. Since these samples are typically strong, this can result in a considerable performance degradation of the channel estimator\(^3\). To analytically assess the contribution of each of the aforementioned factors, an expression for channel estimation error is derived next. Channel estimation error will be,

\[
\Delta H_{eq}^r(i) = \sum_{k=0}^{m-1} \beta_{i,k}^r h_k + \mathcal{U}_i^r + \mathcal{V}_i^r, \quad 0 \leq i \leq N - 1
\]  (5.20)

where \( \Delta H_{eq}^r \) represents the frequency-domain channel estimation error for \( m > 0 \) and \( \beta_{i,k}^r = \frac{N-m}{N} \times e^{-j2\pi i(k-m)N} \times (1 - e^{-j2\pi iN}) \). First \( \mathcal{U}_i^r h_k \) is calculated.

\[
\mathcal{U}_i^r h_k = \sum_{z=0}^{L-1} \alpha_{i,z} \left[ \frac{S_{1z}h_k^*}{X_{\text{pilot}}(l_z)} \right] = \sum_{k'=0}^{m-1} \sum_{k''=k'+1}^{C} \frac{h_{k''}h_k^*}{h_{k''}h_k^*} \sum_{z=0}^{L-1} \alpha_{i,z} \left[ \frac{X_{N-k''+k'}^{N-k'-k''}}{X_{\text{pilot}}(l_z)} \right] e^{-j2\pi i(k'-m)z} = \frac{1}{N} \sum_{k'=0}^{m-1} \sum_{k''=k'+1}^{C} \frac{h_{k''}h_k^*}{h_{k''}h_k^*} \sum_{z=0}^{L-1} \alpha_{i,z} e^{-j2\pi i(k'-m)z} = \frac{1}{N} \left[ \sum_{k''=1}^{m-1} k'' h_{k''} h_k^* + m \sum_{k''=m}^{C} h_{k''} h_k^* \right] \sum_{z=0}^{L-1} \alpha_{i,z} e^{-j2\pi i(k'-m)z} \right] \]  (5.21)

Since \( 0 \leq k \leq m-1 \), the second term in the bracket is zero. Therefore,\(^\text{3}\)

\[
\mathcal{U}_i^r h_k = \left\{ \begin{array}{ll}
\frac{k}{N} \sigma_{h_k}^2 \sum_{z=0}^{L-1} \alpha_{i,z} e^{-j2\pi i(k-m)z} & k \geq 1 \\
0 & k = 0
\end{array} \right.
\]  (5.22)

\(^3\text{It should be noted that in Fig. 5.4, the estimated equivalent channel is not a rotated version of the equivalent channel. Therefore their Fourier transforms, i.e. } H_{eq}^r \text{ and } H_{eq}^r, \text{ are different in both amplitudes and phases.}\)
and,
\[
\sum_{k=0}^{m-1} \beta_{i,k}^* U_i^* h_k^* = \frac{1}{N} \sum_{k=1}^{m-1} k \sigma_{h_k}^2 \beta_{i,k}^* \sum_{z=0}^{L-1} \alpha_{i,z} e^{-i \frac{2 \pi (k-m) z}{L}} \sum_{z'=0}^{L-1} e^{i \frac{2 \pi (z'-k+m) z}{L}} e^{-i \frac{2 \pi z'}{N}}
\]  
(5.23)

Since \(1 \leq z' - k + m \leq L - 2 + m\), therefore, Eq. 5.23 will be non-zero if \(z' - k + m = L\) and \(m \geq 2\). Since for any \(k\) in the given range of Eq. 5.23, \(0 \leq L + k - m \leq L - 1\) for \(m \leq L + 1\), there will always be a \(z'\) that will make \(z' - k + m = L\). Therefore,

\[
\sum_{k=0}^{m-1} \beta_{i,k}^* U_i^* h_k^* = \frac{1}{N} \sum_{k=1}^{m-1} k \sigma_{h_k}^2 \beta_{i,k}^* e^{-i \frac{2 \pi (L+k-m) z}{N}}
\]  
(5.24)

Then,

\[
\sum_{k=0}^{m-1} \beta_{i,k}^* U_i^* h_k^* = \begin{cases} 
\frac{1}{N} \sum_{k=1}^{m-1} k \sigma_{h_k}^2 \beta_{i,k}^* e^{-i \frac{2 \pi (L+k-m) z}{N}} & m \geq 2 \\
0 & m = 1 
\end{cases}
\]  
(5.25)

Noting that the Gaussian noise term is independent of the first two terms on the right hand side of Eq. 5.20, the following expression can be derived for channel estimation error:

\[
|\Delta H_{eq}(i)|^2 = \sum_{k=0}^{m-1} |\beta_{i,k}^*|^2 \sigma_{h_k}^2 + \sigma_{U_i}^2 + \sigma_v^2 + 2 \text{Re} \left( \sum_{k=0}^{m-1} \beta_{i,k}^* U_i^* h_k^* \right)
\]  
(5.26)

Using the expression for \(\beta^r\) (\(\beta^r\) is defined for Eq. 5.20), the following expressions can be derived: \(|\beta_{i,k}^r|^2 = 4 \frac{(N-m)z}{N^2} \sin^2 \left( \frac{\pi z}{N} \right)\) and \(\sigma_{U_i}^2 = \frac{\sigma^2}{\sigma_x^2}\). An expression for \(\sigma_{U_i}^2\) is derived next.

\[
\sigma_{U_i}^2 = \sum_{z=0}^{L-1} \sum_{z'=0, z' \neq z}^{L-1} |\alpha_{i,z} \alpha_{i,z'}|^2 \left[ \frac{\left( H_z + S_z \right) \times \left( H_z^* + S_z^* \right)}{X_{\text{pilot}}(l_z) X_{\text{pilot}}^*(l_z')} \right] + \sum_{z=0}^{L-1} |\alpha_{i,z}|^2 \frac{\left| H_z + S_z \right|^2}{\sigma_x^2}
\]  
(5.27)

It can be shown, using the expression of \(I\) of Eq. 5.2, that \(E \left[ \frac{H_z^* \times H_z^*}{X_{\text{pilot}}^*(l_z) X_{\text{pilot}}(l_z)} \right] = 0\) for \(z \neq z'\). To see this note that for \(1 \leq k, k' \leq N - 1\) and \(z \neq z'\), \(E \left[ \frac{X_{\text{pilot}}(l_z) X_{\text{pilot}}^*(l_z')}{X_{\text{pilot}}(l_z) X_{\text{pilot}}^*(l_z')} \right] = 0\) as \(X_{\text{pilot}}(g) = X_g\) for an arbitrary \(g\).
For $g \neq g'$, the following expression can be written,

\[
\sum_{k=0}^{m-1} \sum_{k'=1}^C \sum_{k''=1}^{N-1} \frac{P'_{k''} H((g-k''))_{x_{N-k''}}}{X_g X_{g'}^{*}} \frac{X_{(g-k'')}_{x_{N-k''}}}{X_g X_{g'}^{*}} e^{j2\pi \left[ d (k-m)+m (g-k'') \right]} = 0 \quad g \neq g'
\] (5.29)

Therefore,

\[
E \left[ \frac{P'_{g} S_{g'}^{*}}{X_g X_{g'}^{*}} \right] = 0 \quad g \neq g'
\] (5.30)

Using Eq. 5.30, Eq. 5.27 can be written as follows:

\[
\sigma_{U_l}^2 = \sum_{z=0}^{L-1} \sum_{z'=0, z' \neq z} \alpha_{t_z} \alpha_{t_{z'}}^* E \left[ \frac{S_t}{X_{\pi_t(z)} X_{\pi_{t'}(z')}} \right] + \sum_{z=0}^{L-1} \left| \alpha_{t_z} \right|^2 \frac{\sigma_{t}^2}{\sigma_X^2}
\] (5.31)

For an arbitrary $k''$ and $g''$ where $k'' \neq g''$, the following expression can be written,

\[
E \left[ \frac{S_{k''} S_{g''}^{*}}{X_{k''} X_{g''}^{*}} \right] = E \left[ \sum_{k=0}^{m-1} \sum_{g=0}^{m} \sum_{k'=1}^C \sum_{g'=1}^C \bar{h}_{k'k'} \bar{h}_{g'g} \frac{X_{N-k'+k} X_{N-g'+g}}{X_{k''} X_{g''}^{*}} e^{j2\pi \left[ d (k-m)+m (g-m) \right]} \right]
\] (5.32)

Using the expression for $s$ from Eq. 5.4 and noting that the ICI and ISI terms of Eq. 5.4 are independent,

\[
E \left[ \frac{S_{k''} S_{g''}^{*}}{X_{k''} X_{g''}^{*}} \right] = \sum_{k=0}^{m-1} \sum_{g=0}^{m} \sum_{k'=1}^C \sum_{g'=1}^C \sigma_{k'k'}^2 e^{-j2\pi \left[ d (k'-m)+m (g'-m) \right]} \frac{X_{N-k'+k} X_{N-g'+g}}{X_{k''} X_{g''}^{*}} e^{j2\pi \left[ d (k'-m)+m (g'-m) \right]} \quad k'' \neq g''
\] (5.33)
Therefore, the first term on the right hand side of Eq. 5.31 can be written as follows:

\[
\frac{1}{N^2 L^2} \sum_{k=0}^{L-1} \sum_{g=0}^{m-1} \sum_{g''=0}^{L-1} \sum_{z=0}^{L-1} e^{j2\pi \left( g'L' - k' + m \right)} \sum_{z'=0}^{L-1} e^{-j2\pi \left( g''L' - k' + m \right)} - \sum_{z=0}^{L-1} e^{-j2\pi \left( g'L' - k' + m \right)}
\]

(5.34)

Since \(-L < -C + m \leq g' - k' + m \leq L - 2 + m\), for \(m \leq L + 1\) then

\(-L < -C + m \leq g' - k' + m \leq 2L - 1\). Therefore, the first two sums inside the bracket of Eq. 5.34 will have non-zero values only for \(g' - k' + m = L\) and 0. To have \(g' - k' + m = 0\) and \(g' - k' + m = L\), then \(0 \leq k' - m \leq L - 1\) and \(-L \leq k' - m \leq -1\) should hold respectively. Therefore, for \(-L \leq k' - m \leq L - 1\), there will always be a \(g'\) in the range of \(0 \leq g' \leq L - 1\). In Eq. 5.34, \(1 \leq k' \leq C\). For any \(k'\) in this range, \(-L < k' - m \leq L - 1\) (assuming that \(m \leq L + 1\), which is a reasonable assumption). Then for any \(k'\) of Eq. 5.34, there will be one and only one \(g'\) that would result in \(g' - k' + m\) being a multiple of \(L\) (here only 0 or \(L\)). Therefore,

\[
\frac{1}{N^2} \sum_{k=0}^{m-1} \sum_{g=0}^{C} \sigma_{h_{k'}}^2 = \frac{1}{N^2} \sum_{k=0}^{m-1} \sum_{g=0}^{C} \sigma_{h_{k'}}^2 = \frac{1}{N^2} \sum_{k=0}^{m-1} \sum_{g=0}^{C} \sigma_{h_{k'}}^2 = 0
\]

(5.35)

Then,

\[
\sigma_{U_{i}}^2 = \sum_{z=0}^{L-1} |\alpha_{i,z}|^2 \frac{|R_{i,z} + S_{i,z}|^2}{\sigma_X^2}
\]

(5.36)

Using Eq. 5.25, 5.26 and 5.8, the normalized channel estimation error at \(i^{th}\) sub-carrier
\( \epsilon h_{\text{error, norm}}(i) \), can be written as follows:

\[
\epsilon h_{\text{error, norm}}^r(i) = \frac{\Delta H_{\text{eq}}^r(i)}{|H_{\text{eq}}^r(i)|^2} = \\
4 \sum_{k=0}^{m-1} \sigma_h^2 - \sum_{k=1}^{m-1} \omega_k (m - 2) \sin^2 (\frac{\pi i L}{N}) + \frac{1}{SIR_{\text{ave}}^r(m)} + \frac{1}{SNR_{\text{ave}}^r(m)}
\]

(5.37)

where \( SNR_{\text{ave}}^r(m) = \frac{(N-m)^2 \sigma_h^2 \sigma_i^2}{N^2 \sigma_W^2} \) and \( \omega(z) = 1 \) for \( z \geq 0 \) and zero otherwise. Since, with high probability, \( m \) is much smaller than \( N \), Eq. 5.37 can be tightly approximated as long as \( \frac{k}{N-m} << 1 \) for \( 1 \leq k \leq m - 1 \). For \( m << \frac{N+1}{2} \), \( \frac{m-1}{N-m} << 1 \). Therefore, Eq. 5.37 can be tightly approximated as follows:

\[
\epsilon h_{\text{error, norm}}^r(i) \approx 4 \Upsilon_r^r(m) \sin^2 (\frac{\pi i L}{N}) + \frac{1}{SIR_{\text{ave}}^r(m)} + \frac{1}{SNR_{\text{ave}}^r(m)}
\]

(5.38)

where \( \Upsilon_r^r(m) = \frac{\sum_{k=0}^{m-1} \sigma_h^2}{\sum_{k=0}^{m-1} \sigma_h^2} \) represents the ratio of the power of the misplaced channel samples to the total power of the channel (see Fig. 5.4b, c). Let \( \text{factor\#1} \) represent the effect of rotation (first term on the right-hand side of Eq. 5.38). As can be seen, it does not affect those sub-channels carrying pilot tones. However, it results in a considerable increase of error for other sub-carriers particularly for those at \( i = z_{odd} \times \text{ceil}(\frac{N}{2^2}) \), where \( z_{odd} \) represents odd integers. In a reasonable \( SNR_{\text{ave}}^r \) environment, the overall impact of \( \text{factor\#1} \) is considerably higher than other terms. Call the ratio of the first term to the sum of the last two terms on the right hand side of Eq. 5.38, \( \epsilon h_{\text{error, ratio}} \). Examining \( \epsilon h_{\text{error, ratio}} \) for different values of \( m \) and \( \Upsilon_r^r \) in a reasonable \( SNR \) environment shows that \( \text{factor\#1} \) is the dominant factor with high probability.
5.2.5 Effect of timing errors on the trigonometric interpolator, case of $m < 0$

Similar expressions can be derived for the case of $m < 0$. Using Eq. 5.10,

$$H_{eq}^l(i) = \frac{\Gamma_0}{N} H_e^{\frac{2\pi mi}{N}}$$

(5.39)

Then,

$$h_{eq}^l(k) = \frac{\Gamma_0}{N} h((k+m)N)$$

(5.40)

To see the effect of rotation in this case, Fig. 5.4d and 5.4e show the equivalent and estimated equivalent channel for the original channel of Fig. 5.4a respectively. In contrast to the case for $m > 0$, where even one error to the right resulted in an equivalent channel of length $N-1$ (see Fig. 5.4b), the equivalent channel length for $m < 0$ depends on the length of the channel. For instance, for a channel of length $C \leq \nu$, the equivalent channel length will be $C - m$ for $m \leq -1$. Therefore for $C - \nu \leq m \leq -1$, the equivalent length would still be less than or equal to $\nu$, which poses no problem for the channel estimator. Furthermore, the mismatch is in the location of the last $m$ samples of the original channel and these samples typically have the lowest amplitudes. Depending on the length of the channel, these samples may be solely occupied by noise and/or interference. Therefore, it can be seen again that errors to the left side may not cause any performance degradation, depending on the length of the channel delay spread, guard interval and number of pilots. Following the same procedure, an analytical expression can be found for the case of $^4 m < 0$,

$$Ch_{error, no\sigma m}^l(i) = 4 \left( \sum_{k=L+m}^{C} - \sum_{k=L+m}^{C} \frac{G+m+d-1(k-G-m)\sigma^2_{h_k}}{\sum_{k=0}^{N-d} \sin^2 \left( \frac{\pi i L}{N} \right)} \right) + \frac{1}{SIR_{avg}(m)} + \frac{1}{SNR_{avg}(m)}$$

(5.41)

$^4$In this derivation $\sum_{z=0}^{L-1} a_i \left[ \frac{\Psi_{\nu, h_k}^l}{X_{\text{pilot}(i,z)}} \right]$ is derived under the assumption that $L \geq G + 1$. 
Performing a similar approximation, it can be shown that,

\[ Ch_{\text{error,norm}}^{i}(i) \approx \sin^{2}(\frac{\pi i L}{N}) \gamma_{\%}^{i}(m) + \frac{1}{SNR_{\text{ave}}^{i}(m)} + \frac{1}{SNR_{\text{ave}}^{i}(m)} \]  

(5.42)

where \( SNR_{\text{ave}}^{i}(m) = \frac{(N-d)^{2} \sigma_{2}^{2} \sigma_{W}^{2}}{N \sigma_{W}^{2}} \) and \( \gamma_{\%}^{i}(m) = \frac{\sum_{k=m}^{L-1} \sigma_{h_{k}}^{2}}{\sum_{k=0}^{L} \sigma_{h_{k}}^{2}} \) represents the ratio of the power of the misplaced channel samples to the total power of the channel.

5.2.6 Analytical and Simulation Results of the effect of timing errors on channel estimation

As can be seen from the expressions for channel estimation error, timing errors can degrade the performance of a channel estimator considerably. It was also shown that the major contributor to channel estimation error is \textit{factor#1}, the effect of rotation. Fig. 5.5 shows normalized channel estimation error, from both analysis and simulation results, as a function of sub-carrier for channel c5.3. Channel c5.3 has the following power-delay profile:

\textit{Power-delay profile of channel c5.3:} 

\[ [0.1214 ~ 0.1969 ~ 0.0987 ~ 0.0784 ~ 0.1242 ~ 0.1969 ~ 0.0987 ~ 0.0623 ~ 0.0197] \]

System specifications are as follows for this result: \( N = 892 \) and \( G = L = 223 \). The channel is estimated from pilot tones at locations 0, 4, 8, … . As can be seen, for both cases of \( m > 0 \) and \( m < 0 \), \textit{factor#1} (effect of rotation) contributes essentially all of the channel estimation error. Furthermore, it can seen that in the presence of timing errors, channel estimation error has quite high values. For example \( Ch_{\text{error,norm}} = 1 \) means normalized channel estimation error of 100%. Finally, the agreement of analysis (Eq. 5.38 and 5.42) and simulation results can be clearly seen.
5.3 Timing Synchronization Error Correction

It was shown that the pilot-aided channel estimator is super-sensitive to timing synchronization errors due to the effect of rotation. This sensitivity can be exploited to design a robust synchronization algorithm. After a coarse timing synchronizer has detected a start point for the symbol (different choices for this synchronizer will be discussed later in this section), $\hat{H}_{eq}(k)$ can be obtained using the pilot tones. This channel estimate may be far from $H_{eq}(k)$ in the presence of timing errors. Call $\hat{X}_k = \frac{Y_k}{H_{eq}(k)}$, the estimated input. Let $\tilde{X}_k = \text{Dec}(\hat{X}_k)$ represent the estimated input after passing through the decision device. Define a decision-directed measure function as $MF = \sum_{k=0}^{N-1} |\tilde{X}_k - \hat{X}_k|^2$. In the presence of factor\#1, $MF$ becomes very large, as is shown in the previous section. Therefore, synchronization error correction can be obtained through minimizing $MF$.

Note that timing errors are solely detected through the large impact of factor\#1 on the performance. Therefore, as long as factor\#1 is the major cause of performance loss, which is the case with high probability, we can detect timing errors. Due to the presence of factor\#1, it is possible to perform all the updates necessary to find the best timing correction solely in the frequency-domain without a need to go back and forth from frequency to time domain. Consider correcting errors to the right. As can be seen from Fig. 5.4c, the position of the last $m$ samples of the estimated channel is different from that of the equivalent channel, where $m$ is unknown. Therefore the estimated channel will be updated through an iterative process, correcting for one mismatched channel sample at a time. This means that at the first iteration, the last channel sample in $\hat{h}_{eq}^r(k)$ should be transferred from position $L-1$ to position $N-1$. Following the same procedure, the update necessary in the $i^{th}$ iteration ($i \geq 1$) for the $k^{th}$ sub-channel for correcting errors to the right will be as follows (a channel sample is moved from position $L-i$ to $N-i$):

$$\hat{H}_{eq}^{(i+1),r}(k) = \hat{H}_{eq}^{(i),r}(k) + \varsigma \times \hat{h}_{eq}^r(L-i) \times e^{\frac{i2\pi ik}{N}} \tag{5.43}$$

Similarly for detecting errors to the left, we will have,

$$\hat{H}_{eq}^{(i+1),l}(k) = \hat{H}_{eq}^{(i),l}(k) - \varsigma \times \hat{h}_{eq}^l(i-1) \times e^{\frac{i2\pi (i-1)k}{N}} \tag{5.44}$$
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Where $\zeta = 1 - e^{-\frac{2\pi f_b k}{B}}$ and $\hat{H}_{eq}^{(1)}(k) = \hat{H}_{eq}^{(2)}(k)$ and $\hat{H}_{eq}^{(1)}(k) = \hat{H}_{eq}^{(2)}(k)$. In each iteration, the measure function, $MF^{(i)}$, will be evaluated. Finally the iteration that results in the minimum $MF$ is chosen. Call this iteration $i_{corr,z}$. $z = 1$ denotes that a timing error to the right has been detected. Similarly $z = -1$ indicates detection of an error to the left. Then it is possible to go back to the time domain and correct the start of the symbol. For $z = 1$, the initial start point of the symbol should be moved to the left by $i_{corr,z}$. The opposite will be the case for $z = -1$. In practice, a coarse synchronizer should be used for the initial timing acquisition. A traditional choice would be a sliding correlator that correlates the data points at the beginning and end of the symbol, looking for a peak. After that, fine synchronization can be achieved as described.

Note that the sensitivity of the channel estimator to factor#1 makes it possible to design a timing synchronizer with performance considerably better than that of the traditional one. If a sub-optimum channel estimator were to be used instead, the same improvement would not be achieved for two reasons. First, due to the lack of factor#1, timing synchronization errors do not affect the estimated channel significantly. Therefore correcting the channel in the frequency domain, as was done in the proposed algorithm, would not result in timing error detection anymore. Then to perform a decision-directed correction, there would be a need to go back and forth between time and frequency domains, which would increase the complexity. Second, the high sensitivity of the trigonometric channel estimator allows for robust detection of synchronization errors in the presence of noise and Doppler. However, such sensitivity does not exist for other sub-optimum estimators, resulting in a rather high probability of false correction in the fine synchronization stage.

5.4 Simulation Results

An OFDM system is simulated in a high delay spread environment as is the case for Single Frequency Networks\textsuperscript{5} (SFN). The following parameters are chosen for simulations\textsuperscript{6}. Input modulation is 8PSK. Useful bit rate is 7.3Mbps. $N=892$, $L = G=223$ and $T_s = .26\mu s$.\textsuperscript{5}\textsuperscript{6}

\textsuperscript{5}Similar (or more) improvement is also obtained with non-SFN channels.
\textsuperscript{6}System parameters are based on the Sirius Radio second generation system specification proposal.
The simulated channels have two main clusters each with 9 non-zero delay-profile samples, to represent an SFN channel. Two power-delay profiles are considered, channels c5.4 and c5.5. The delay spread of channel c5.4 is 36.5μs spanning 64% of the guard interval. Channel c5.4 is shown in Fig. 5.6. Channel c5.5 has a similar profile, but the delay between its two clusters has increased such that the total length spans 100% of the guard interval (worst case channel) to make the impact of errors to the left side more pronounced. In both channels two main clusters are equal power as is seen in Fig. 5.6. Each channel delay-profile sample is generated as a random variable with Rayleigh distributed amplitude and uniformly distributed phase. Three methods are simulated. The first two methods utilize only the traditional correlation-based timing synchronizer. The first method picks the maximum correlation point. The second method picks the point from which the sum of the next L correlation points are maximized, hence reducing the chance of an error to the right side (which is more serious) at the price of increasing the probability of errors to the left side. The third method utilizes method I for initial coarse synchronization followed by the proposed decision-directed synchronization error correction method of the previous section. To evaluate the performance of these methods, $P_{error}(m)$, the probability of making a timing error of $m$ sampling periods, is measured. To measure the cost of making an erroneous offset, $P_b(m)$, the average BER (bit error rate) in case of an offset of $m$, is used (this is the pre-decoding BER).

The first and third curves of Fig. 5.7 show $P_{error}(m)$ of the three methods, for channel c5.4 in the absence of noise. The second and fourth curves of Fig. 5.7 show $P_b(m)$ for the three methods. Note that the delay of channel c5.4 spans 64% of the guard interval. This allows for timing offsets of up to 36% of the guard interval (which becomes 82 sampling points) to the left to occur without any loss of performance. This thesis refers to this region as the “safe zone” which can be seen in Fig. 5.7. The proposed method has considerably lower probability of synchronization error in the places that BER is high and mainly has timing offsets in the safe zone. From $P_{error}(m)$ and $P_b(m)$, the average BER due to

---

7Note that $P_b(m)$ of method III is different from that of method I and II. To obtain $P_b(m)$ at a specific timing synchronization offset, bit error rate should be averaged over different input, noise and channel realizations at that synchronization offset. For a given offset of $m$, channel realizations that would lead to that offset are different for method III than for methods I and II. This is due to the fact that method III uses channel estimation to correct timing errors.
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timing synchronization errors, $\bar{P}_b$, can be found: $\bar{P}_b = \sum_m P_b(m)P_{err}(m)$. For channel c5.4, $\bar{P}_b$ would be as follows for the three methods: $\bar{P}_{b,method I} = .398, \bar{P}_{b,method II} = .0079, \bar{P}_{b,proposed method} = 4.4 \times 10^{-4}$. Fig. 5.8 shows similar curves for channel c5.5. In this case, there will be more sensitivity to $m \leq -1$, since the delay spread spans 100% of the guard interval. This can be seen from $P_b$ curves in Fig. 5.8, where there is no safe zone. This affects the shape of $P_{err}(m)$ of method III as can be seen. However, method II still makes a considerable number of timing errors to the left which has a heavy cost for this channel. To see the effect of noise, Fig. 5.9 shows average bit error rate vs. average received SNR for channel c5.4. The dashed line shows the BER of a perfect synchronizer for comparison. As can be seen, the proposed method has performance very close to that of the perfect synchronizer.

Overall, the proposed method is robust in mitigating timing synchronization errors and can be a promising candidate to accompany a pilot-aided channel estimator in OFDM systems.

5.5 Summary

This chapter started by deriving the exact expressions of interference terms (ICI and ISI) and their corresponding average powers in the presence of timing errors. The effect of timing errors on the performance of the trigonometric interpolator was then analyzed. Pilot-aided channel estimators were shown to be super-sensitive to timing synchronization errors. This was confirmed by deriving expressions for channel estimation errors in the presence of timing errors. Based on the analysis, a robust timing synchronization algorithm was proposed that does not need additional training overhead. Simulation results showed the performance of the proposed algorithm in high delay spread environments, indicating that it can reduce the error profile to be close to that of the no synchronization error case.
Fig. 5.4a Original channel of normalized length of $L - 1$

Fig. 5.4b Equivalent channel for $m \geq 1$

Fig. 5.4c Estimated channel for $m \geq 1$

Fig. 5.4d Equivalent channel for $m \leq -1$

Fig. 5.4e Estimated channel for $m \leq -1$

Figure 5.4: Effect of rotation
Figure 5.5: Normalized channel estimation error vs. sub-carrier for channel c5.3
Figure 5.6: Power-Delay profile of channel c5.4
Figure 5.7: Performance for channel c5.4 in the absence of noise
Figure 5.8: Performance for channel c5.5 in the absence of noise
Figure 5.9: Average $P_b$ for channel $c5.A$ in the presence of noise
Chapter 6

Timing Synchronization for High-Mobility Cases

Chapter 5 showed that OFDM systems are sensitive to timing synchronization errors. It also indicated that utilizing trigonometric interpolators can further increase this sensitivity. Based on the analysis, a timing synchronization algorithm was proposed that exploited this sensitivity to improve timing synchronization without additional training overhead. The analysis of Chapter 5 was carried out under low-mobility assumption. This chapter extends the analysis to high-mobility environments. High mobility refers to the cases where channel can not be considered constant over one OFDM symbol. Timing synchronization becomes more challenging for high-mobility applications. The power-delay profile of the channel may change rapidly due to the sporadic birth and death of paths in high-mobility environments which would necessitate more frequent timing synchronization. Therefore, utilizing timing synchronization algorithms that do not require training information can increase bandwidth efficiency considerably for high-mobility applications.

The effects of timing errors on an OFDM system in a mobile environment are investigated in this chapter. Expressions are derived for average $SIR$ in the presence of mobility and timing errors. The effects of these errors on channel estimation in a high-mobility environment are then investigated. Analytical expressions for channel estimation error in the presence of timing synchronization errors and mobility are found. The analysis shows
that the sensitivity of the channel estimator can still be exploited to improve timing synchronization in high-mobility environments. The algorithm proposed in the previous chapter is then extended to high-mobility applications. Finally simulation results show the performance of the algorithm in high delay spread and Doppler spread environments.

6.1 Introduction

As shown in the previous chapter, the performance of OFDM systems is sensitive to the performance of the timing synchronizer and channel estimator. Furthermore, high mobility can introduce time-variations within one OFDM symbol which ruins the performance. Each of these issues has been explored separately in the communications literature. To understand the effect of timing synchronization errors on channel estimation, Chapter 5 considered both issues. The super-sensitivity of the pilot-aided channel estimator to timing synchronization errors was shown. Based on the analysis, a robust timing synchronization algorithm was proposed that utilizes this sensitivity to correct for timing synchronization errors without requiring additional training overhead.

Timing synchronization becomes more challenging in high-mobility environments since the power-delay profile of the channel may change rapidly due to the sporadic and frequent birth and death of paths. For such applications, applying training-based algorithms for timing synchronization can increase the training overhead considerably. Furthermore, utilizing correlation-based methods would result in performance degradation due to high delay spread. Therefore the method proposed in Chapter 5 is a good candidate for such applications. It is the goal of this chapter to include high mobility in the analysis of the previous chapter.
6.2 Effect of timing Synchronization Errors in a high-mobility environment

In high-mobility environments, channel time-variations within one OFDM symbol can not be neglected. Let $h_k^{(i)}$ represent the $k^{th}$ sample of the channel delay profile at time instant $t = i \times T_s$. A constant channel is assumed over the time interval $i \times T_s \leq t < (i + 1) \times T_s$ with $t = 0$ indicating the start of the data part of the symbol. Let $\vartheta_{\text{mob},i}$ represent the channel output in the absence of noise and in a mobile environment. Then,

$$\vartheta_{\text{mob},i} = \sum_{k=0}^{G} h_k^{(i)} x_{((i-k))} \quad 0 \leq i \leq N - 1$$  \hspace{1cm} (6.1)

**Case of $m > 0$ in the presence of high mobility**

In this case, an error of $m$ sampling periods to the right side has occurred as described in Section 5.2.1. Then, the terms $\vartheta_{\text{mob},0}, \vartheta_{\text{mob},1}, \ldots, \vartheta_{\text{mob},m-1}$ are missed and instead $m$ data points of the next OFDM symbol are erroneously selected. The received signal can thus be written as follows:

$$y_{\text{mob},i}^r = \vartheta_{\text{mob},((i+m))} \times \gamma_i^{r} + s_{\text{mob},i} + w_{\text{mob},i}^r \quad 0 \leq i \leq N - 1$$  \hspace{1cm} (6.2)

where the superscript $r$ denotes the case of $m > 0$. $w_{\text{mob},i}^r$ is a sample of AWGN, $\gamma_i^{r}$ is as defined in Chapter 5 and $s_{\text{mob},i} = \begin{cases} 0 & 0 \leq i \leq N - m - 1 \\ y_{\text{mob},pf}^{\text{next}}(i - N + m) & \text{else} \end{cases}$.

$y_{\text{mob},pf}^{\text{next}}(i)$ represents the $i^{th}$ sample of the output cyclic prefix of the next OFDM symbol (excluding the effect of AWGN) in the presence of mobility. Using the FFT of $\vartheta_{\text{mob},i}$, it can be easily shown that the FFT of $y_{\text{mob},i}^r$ will be as follows:

$$Y_{\text{mob},i}^r = e^{j2\pi mi/N} H_{i}^{\text{norm},r} X_i + \frac{\Gamma_{r}^{t}}{N} e^{j2\pi mi/N} ICI_{\text{mob}}(i) + \underbrace{\text{ICI due to mobility}}_{H_{\text{mob},eq}(i)}$$  \hspace{1cm} (6.3)
\[
\begin{align*}
\sum_{k=1}^{N-1} \sum_{k' \neq k}^{N-1} \frac{\Gamma_r^e}{N} H_{((i-k)_N, k')_N} X_{((i-k-k')_N)} e^{j2\pi m (i-k)/N} + S_{\text{mob},i} + W_{\text{mob},i} & \quad 0 \leq i \leq N - 1
\end{align*}
\]

where \( H_{i,z}^{\text{nnc},r} = \sum_{z=0}^{N-1} e^{-j2\pi m z/N} H_{((i-z)_N, N-z)} \) with \( H_{i,z} = \frac{1}{N} \sum_{z=0}^{N-1} \sum_{g=0}^{N-1} h(g') e^{-j2\pi z (g' + g) + jg} \). \( \Gamma_r^e \) is as defined in Chapter 5, \( S_{\text{mob}} \) and \( W_{\text{mob}}^r \) are the FFTs of \( s_{\text{mob}} \) and \( w_{\text{mob}}^r \) respectively and \( C \) is as defined in Chapter 5. \( ICI_{\text{mob}} \) is the ICI term introduced solely by mobility and is defined as follows:

\[
ICI_{\text{mob}}(i) = \sum_{z=1}^{N-1} H_{i,z} X_{((i-z)_N)} \tag{6.4}
\]

Next the power of interference terms is derived. Let the auto-correlation function of the \( g^{th} \) channel power-delay profile sample be defined as follows: \( R_g(z) = E(h(g')h^{(g'-z)^r}) \). Then the normalized auto-correlation function will be: \( R_{g,norm}(z) = \frac{R_g(z)}{\sigma_g^2} \). To make the analysis tractable, without loss of generality, the assumption is made throughout this analysis that \( R_{g,norm}(z) \) is the same for all the channel delay-profile samples (hence the subscript \( g \) will be dropped, i.e. \( R_{\text{norm}}(z) \)). This assumption does not affect final results and conclusions of this chapter. Also for the ease of derivation, \( R_g \) is considered real in the following analysis. A complex \( R_g \) can easily be incorporated into the derivation.

The power of the second term on the right hand side of Eq. 6.3 will be as follows:

\[
E(|\frac{\Gamma_r^e}{N} e^{j2\pi m i} ICI_{\text{mob}}(i)|^2) = \frac{|\Gamma_r^e|^2}{N^2} E(|ICIC_{\text{mob}}(i)|^2)
\]

\[
= \frac{(N - m)^2 \sigma_X^2}{N^2} \sum_{z=1}^{N-1} |H_{i,z}|^2
\]

\[
= \frac{(N - m)^2 \sigma_X^2 \sigma_p^2}{N^4} \sum_{z=1}^{N-1} \sum_{g=0}^{N-1} R_{\text{norm}}(g - g') \tag{6.5}
\]
Next the average power of $R_{mob,i}$ is derived:

$$
\sigma_{R_{mob}}^2 = \frac{\sigma_0^2}{N^2} \sum_{k=1}^{N-1} \sum_{k'=0}^{N-1} \sum_{k''=0}^{N-1} \Gamma_k \Gamma_{k'} \Gamma_{k''} \overline{H_{(i-k),N,k'}} \overline{H_{(i-k''),N,k''}} e^{-j\frac{2\pi m (k-k'')}{N}}
$$

for $k + k' = k'' + k'''$ or $k + k' = k'' + k' + N$ or $k + k' + N = k'' + k'''$ (6.6)

For arbitrary $z$, $z'$, $n$ and $n'$,

$$
\overline{H_{z,z'}} \overline{H_{n,n'}} = \frac{1}{N^2} \sum_{g=0}^{N-1} \sum_{g'=0}^{N-1} \sum_{g''=0}^{N-1} R_g (g' - g) e^{-j\frac{2\pi (z' - g)}{N}} e^{-j\frac{2\pi (n' - g)}{N}}
$$

$$
= \frac{1}{N^2} \sum_{g=0}^{N-1} \sum_{g'=0}^{N-1} R_{norm}(g' - g) \sum_{g=0}^{N-1} \sigma_0^2 e^{-j\frac{2\pi (z' - g') + n' - g)}{N}}
$$

Therefore,

$$
\overline{H_{(i-k),N,k'}} \overline{H_{(i-k''),N,k''}} = \frac{\sigma_0^2}{N^2} \sum_{g'=0}^{N-1} \sum_{g''=0}^{N-1} R_{norm}(g' - g') e^{-j\frac{2\pi (k' - k'')}{N}}
$$

for $k + k' = k'' + k'''$ or $k + k' = k'' + k' + N$ or $k + k' + N = k'' + k'''$ (6.8)

Next the conditions of Eq. 6.8 are checked. To have $k + k' = k'' + k'''$, for every $k, k'$ there should exist a $k''$ such that $0 \leq k'' = k + k' - k' \leq N - 1$. This means that there should exist a $k''$ in the range of $k + k' - N + 1 \leq k'' \leq k + k'$. Also, for this case, if $k + k' \neq N$, then $k'' + k''' \neq N$ either. To have $k + k' = k'' + k' + N$, for every $k, k'$, there should be a $k''$ such that $k + k' - 2N + 1 \leq k'' \leq k + k' - N$. In this scenario $k'' + k'''$ cannot be $N$. To have $k + k' + N = k'' + k'''$, for every $k, k'$, there should be a $k''$ such that $k + k' + 1 \leq k'' \leq k + k' + N$. Similarly, $k + k'$ cannot be $N$ in this case. Therefore since $k + k' - 2N + 1 < 1$ and $k + k' + N > N - 1$, for every $k, k'$, there always exists a set of
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$k''$ and $k'''$ in one of the regions of Eq. 6.6. Therefore,

\[
\sigma_{T_{mob}}^2 = \frac{\sigma_X^2 \sigma_H^2}{N^4} \sum_{k=1}^{N-1} \sum_{k' \neq 0}^{N-1} \sum_{k'' \neq 0}^{N-1} \sum_{g=0}^{N-1} \sum_{g''=0}^{N-1} R_{norm}(g' - g'') e^{j2\pi(k' + k'' - k')/N} e^{-j2\pi m(k-k'')/N} = \\
\frac{\sigma_X^2 \sigma_H^2}{N^4} \sum_{k=1}^{N-1} \sum_{k''=0}^{N-1} \sum_{g=0}^{N-1} \sum_{g''=0}^{N-1} R_{norm}(g' - g'') e^{j2\pi(k' + k'' - k')/N} e^{-j2\pi m(k-k'')/N} - \\
\frac{\sigma_X^2 \sigma_H^2}{N^4} \sum_{g'=0}^{N-1} \sum_{g''=0}^{N-1} R_{norm}(g' - g'') e^{j2\pi(k' + k'' - k')/N} e^{-j2\pi m(k-k'')/N} \\
(6.9)
\]

Therefore,

\[
\sigma_{T_{mob}}^2 = \frac{\sigma_X^2 \sigma_H^2}{N^2} \sum_{k=1}^{N-1} |\Gamma_k|^2 - \\
\frac{\sigma_X^2 \sigma_H^2}{N^2} \sum_{g'=0}^{N-1} \sum_{g''=0}^{N-1} R_{norm}(g' - g'') e^{j2\pi(m-g'-g'')/N} - \\
\frac{\sigma_X^2 \sigma_H^2}{N^2} \sum_{g'=m}^{N-1} \sum_{g''=m}^{N-1} R_{norm}(g' - g'') + \\
2\frac{\sigma_X^2 \sigma_H^2 (N - m)}{N^3} \sum_{g'=m}^{N-1} \sum_{g''=0}^{N-1} R_{norm}(g' - g'') \\
(6.10)
\]

Next the power of $S_{mob,i}$ is calculated. $S_{mob,i} = \sum_{k=0}^{m-1} S_{mob,N-m+k} e^{j2\pi k(m-m')/N}$, where $S_{mob,N-m+k}$ can be written as follows:

\[
s_{mob,N-m+k} = g_{mob,pf}^{n_{next}}(k) 0 \leq k \leq m - 1 \\
= \sum_{k'=k+1}^{C} h_{k'}^{(N-m+k)} x_{N-k'+k} + \sum_{k'=0}^{k} h_{k'}^{(N-m+k)} x_{N-G+k-k'} \\
(6.11)
\]
Similar to the case of low-mobility,

\[ \sigma_{S_{\text{mob}}}^2 = \frac{m \sigma_X^2 \sigma_H^2}{N} \]  

(6.12)

Next,

\[
\frac{\Gamma_r}{N} e^{j2\pi m_i/N} ICI_{\text{mob}}(i)S_{\text{mob},i}^* = \frac{\Gamma_r}{N} \sum_{z=1}^{N-1} \sum_{k=0}^{m-1} \sum_{k'=k+1}^C h_{k'}^{*(N-m+k)} H_{i,z} X((i-z)N)^zN^{-k'+k} e^{j2\pi k/N} 
\]

\[
= \frac{\sigma_X^2 \Gamma_r}{N} \sum_{z=1}^{N-1} \sum_{k=0}^{m-1} \sum_{k'=k+1}^C \frac{h_{k'}^{*(N-m+k)} H_{i,z} e^{-j2\pi (k-k')(i-z)-j(k)}}{N} 
\]

(6.13)

Since,

\[
h_{k'}^{*(N-m+k)} H_{i,z} = \frac{1}{N} \sum_{g'=0}^{N-1} R_{k'}(N - m + k - g') e^{-j2\pi (g' - k')/N} 
\]

(6.14)

Therefore,

\[
\frac{\Gamma_r}{N} e^{j2\pi m_i/N} ICI_{\text{mob}}(i)S_{\text{mob},i}^* = \frac{\sigma_X^2 \Gamma_r}{N} \sum_{g'=0}^{N-1} \sum_{k=0}^{m-1} \sum_{k'=k+1}^C \frac{R_{k'}(N - m + k - g') e^{-j2\pi (g' - k)/N}}{N} = \frac{\sigma_X^2 \Gamma_r}{N} \sum_{g'=0}^{m-1} \sum_{k'=g'+1}^C \sigma_{k'}^2 R_{\text{norm}}(N - m) - \frac{\sigma_X^2 \Gamma_r}{N} \sum_{g'=0}^{m-1} \sum_{k=0}^{m-1} \sum_{k'=k+1}^C \sigma_{k'}^2 R_{\text{norm}}(N - m + k - g') 
\]

(6.15)
Next,

\[
I^r_{\text{mob}, i} S^*_{\text{mob}, i} = \sum_{z=0}^{m-1} \sum_{z'=z+1}^{C} \sum_{k=1}^{N-1} \sum_{k'=0}^{k'} \frac{\Gamma^r_k}{N} e^{i \theta_{z-k'}} \frac{H((i-k)_N, k')}{N} e^{i \phi_{z-k'}} \frac{N^{-m+z}}{N z'}^{i \phi_{z-k'}} e^{-i \lambda_k m} \frac{1}{\sqrt{N}} e^{-i \frac{2\pi}{N} (m+i z)}
\]

\[
\frac{\sigma^2}{N^2} \sum_{z=0}^{m-1} \sum_{z'=z+1}^{C} \sum_{k=1}^{N-1} \sum_{k'=0}^{k'} \frac{\Gamma^r_k}{N} e^{i \theta_{z-k'}} \frac{H((i-k)_N, k')}{N} e^{i \phi_{z-k'}} \frac{N^{-m+z}}{N z'}^{i \phi_{z-k'}} e^{-i \lambda_k m} \frac{1}{\sqrt{N}} e^{-i \frac{2\pi}{N} (m+i z)}
\]

\[
\frac{\sigma^2}{N^2} \sum_{z=0}^{m-1} \sum_{z'=z+1}^{C} \sum_{k=1}^{N-1} \sum_{k'=0}^{k'} \frac{\Gamma^r_k}{N} e^{i \theta_{z-k'}} \frac{H((i-k)_N, k')}{N} e^{i \phi_{z-k'}} \frac{N^{-m+z}}{N z'}^{i \phi_{z-k'}} e^{-i \lambda_k m} \frac{1}{\sqrt{N}} e^{-i \frac{2\pi}{N} (m+i z)}
\]

Therefore,

\[
I^r_{\text{mob}, i} S^*_{\text{mob}, i} + \frac{\Gamma^r_k}{N} e^{i \frac{2\pi}{N} m} IC_{\text{mob}}^*(i) S^*_{\text{mob}, i} = -\frac{\sigma^2}{N} \sum_{z=0}^{m-1} \sum_{z'=z+1}^{C} \sum_{k=1}^{N-1} \sum_{k'=0}^{k'} \frac{\Gamma^r_k}{N} e^{i \theta_{z-k'}} \frac{H((i-k)_N, k')}{N} e^{i \phi_{z-k'}} \frac{N^{-m+z}}{N z'}^{i \phi_{z-k'}} e^{-i \lambda_k m} \frac{1}{\sqrt{N}} e^{-i \frac{2\pi}{N} (m+i z)}
\]

Finally, \( \frac{\Gamma^r_k}{N} e^{i \frac{2\pi}{N} m} IC_{\text{mob}}^*(i) I^r_{\text{mob}, i} \) is calculated:

\[
\frac{\Gamma^r_k}{N} e^{i \frac{2\pi}{N} m} IC_{\text{mob}}^*(i) I^r_{\text{mob}, i} = \frac{\Gamma^r_k}{N} \sum_{z=1}^{N-1} \sum_{k=1}^{N-1} H((i-k)_N, k') H^*_{i, z} X((i-k)_N) X^*_{i, z} e^{-i \frac{2\pi}{N} m}
\]
Eq. 6.18 has non-zero values for \( k + k' = z \) or \( k + k' = N + z \). In both cases, \( k + k' \) cannot be \( N \). Therefore,

\[
\frac{\Gamma_0 \sigma_H^2}{N^2} \sum_{z=1}^{N-1} \sum_{k=1}^{N-1} e^{-j2\pi mk/N} I_{CI_{mob}(i)} I_{\ell_{mob,i}} = \frac{\Gamma_0 \sigma_H^2}{N^4} \sum_{k=1}^{N-1} \sum_{g'=0}^{N-1} R_{n}\left(g' - g''\right) e^{-j2\pi k'\left(g' - g''\right)/N} e^{j2\pi kg''/N} + \frac{\Gamma_0 \sigma_H^2}{N^4} \sum_{g'=0}^{N-1} R_{n}\left(g' - g''\right) e^{-j2\pi kg''/N} e^{j2\pi kg'/N} - \frac{\Gamma_0 \sigma_H^2}{N^4} \sum_{g'=0}^{N-1} R_{n}\left(g' - g''\right) e^{-j2\pi kg''/N} e^{j2\pi kg'/N}
\]

\[
0 - \frac{\Gamma_0 \sigma_H^2}{N^4} \sum_{g'=0}^{N-1} R_{n}\left(g' - g''\right) e^{-j2\pi kg''/N} e^{j2\pi kg'/N}
\]

Finally the total average SIR would be as follows:

\[
SIR_{mob,ave} = \frac{N^2}{\sum_{g'=0}^{N-1} R_{n}\left(g' - g''\right)} - \frac{2\sum_{z=0}^{m-1} \sum_{g'=m}^{N-1} \sigma_H^2 R_{n}\left(N - m + z - g'\right)}{\sigma_H^2 \sum_{g'=m}^{N-1} R_{n}(g - g')} - 1
\]

**Case of \( m < 0 \) in the presence of high mobility**

In this case, an error of \( m \) sampling periods to the left side has occurred. Then only \( d \) data points are corrupted due to the interference from the previous symbol, as described in Chapter 5. The received signal can thus be written as follows:

\[
y_{mob,i} = \vartheta_{mob,(i+m)}(i) x + \psi_{mob,i} + w_{mob,i} \quad 0 \leq i \leq N - 1
\]

\( w_{mob,i} \) is a sample of AWGN, \( \vartheta_{i} \) is as defined in Chapter 5 and

\[
\psi_{mob,i} = \begin{cases} y_{mob,pf}(G + m + i) & 0 \leq i \leq d - 1 \\ 0 & \text{else} \end{cases}
\]
$y_{\text{mob}, pf}(i)$ represents the $i^{th}$ sample of the output cyclic prefix of the current OFDM symbol (excluding the effect of AWGN) in the presence of high mobility. Similar to the case of $m > 0$, the FFT of $y_{\text{mob},i}$ will be as follows:

$$
Y^l_{\text{mob},i} = e^{\frac{j2\pi ml}{N}} H^l_{\text{mob,eq}(i)} X_i + \frac{\Gamma^l_0 e^{\frac{j2\pi ml}{N}}}{ICl_{\text{due to mobility}}} ICl_{\text{mob},i} + \Psi^l_{\text{mob},i} + W^l_{\text{mob},i} \quad 0 \leq i \leq N - 1
$$

(6.23)

where $H^l_{\text{mob,eq},l} = \sum_{z=0}^{N-1} e^{-j \frac{2\pi ml}{N}} H_{(i-z)N,N-z}$. $\Gamma^l$ is as defined in Chapter 5, $\Psi_{\text{mob}}$ and $W_{\text{mob}}$ are the FFTs of $\psi_{\text{mob}}$ and $w_{\text{mob}}$ respectively. $\psi_{\text{mob},i} = \sum_{k=0}^{d-1} \psi_{\text{mob},k} e^{-j \frac{2\pi ki}{N}}$ where $\psi_{\text{mob},k}$ can be written as follows:

$$
\psi_{\text{mob},k} = \sum_{k'=0}^{G+m+k} h_{k'}^{(m+k)} x_{N+m+k-k'} + \sum_{k'=0}^{C} h_{k'}^{(m+k)} x_{prevN-k'+G+m+k} \quad 0 \leq k \leq d - 1
$$

(6.24)

$\sigma^2_{\psi_{\text{mob}}}$ is the same as $\sigma^2_{\psi}$ calculated in Chapter 5. The other terms can be calculated following the same procedure as for the $m > 0$ case. The average SIR will be as follows for this case:

$$
\frac{1}{SIR^{l}_{\text{mob,ave}}} = \frac{N^2}{\sum_{g\in R_{m<0}} \sum_{g'\in R_{m<0}} R_{\text{norm}}(g - g')} - \frac{2^{d-1}}{\sum_{z=0}^{d-1} \sum_{z'\geq 0} \sum_{g'\in R_{m<0}} \sigma^2_{\psi} R_{\text{norm}}(m + z - g')}{\sigma^2_{H} \sum_{g\in R_{m<0}} \sum_{g'\in R_{m<0}} R_{\text{norm}}(g - g')} - 1
$$

(6.25)

where $g' \in R_{m<0}$ refers to the set of $g'$ such that $N + d + m \leq g' \leq N - 1$ or $0 \leq g' \leq N + m - 1$. 


6.3 Effect of timing errors on the trigonometric interpolator in the presence of high mobility, case of \( m > 0 \)

In this section we explore the effect of timing errors on the performance of a pilot-aided channel estimator. Consider the case of \( m \geq 0 \). Through an IFFT of \( H_{\text{mob,eq}} \) of Eq. 6.3, the time-domain equivalent channel will be:

\[
h_{\text{mob,eq}}(k) = h_{\text{norot,eq}}^{(n)}(k)
\]

(6.26)

where \( h_{\text{norot,eq}}^{(n)} \) represents the IFFT of \( H_{\text{norot,eq}}^{(n)} \). Timing synchronization error introduces a rotation of \( m \) sampling periods in the base of \( N \) in the equivalent channel. It will be next proved that \( h_{\text{norot,eq}}^{(n)} \) has the same delay spread length as \( h \).

\[
h_{\text{norot,eq}}^{(n)}(k) = \frac{1}{N} \sum_{i=0}^{N-1} H_{\text{norot,eq}}^{(n)}(i) e^{j2\pi ki/N}
\]

\[
= \frac{1}{N^2} \sum_{i=0}^{N-1} e^{j2\pi ki/N} \sum_{z=0}^{N-1} e^{-j2\pi z/N} \Gamma_z H((i-z),N-z)
\]

\[
= \frac{1}{N^3} \sum_{i=0}^{N-1} e^{-j2\pi ki/N} \Gamma_z \sum_{i=0}^{N-1} e^{j2\pi ki/N} \sum_{g=0}^{N-1} \sum_{g'=0}^{N-1} h(g') e^{-j2\pi (g-g')/N}
\]

\[
= \frac{1}{N^2} \sum_{g'=0}^{N-1} h(g') \sum_{z=0}^{N-1} e^{j2\pi (g'-m)/N} \Gamma_z = \frac{1}{N} \sum_{g'=m}^{N-1} h(g') \quad 0 \leq k \leq C
\]

(6.27)

As can be seen from Eq. 6.27, \( h_{\text{norot,eq}}^{(n)} \) has the same length as channel delay spread. Therefore, the rotation introduced by timing errors will result in the expansion of \( h_{\text{norot,eq}}^{(n)} \) beyond its maximum predicted length as was the case in Chapter 5. To see the effect of timing errors on channel estimation analytically, consider the case that \( L \) equally-spaced pilot tones are inserted among the sub-carriers. Similar to Eq. 5.18, the time-domain channel estimate can be expressed as follows:

\[
\hat{h}_{\text{mob,eq}}(k) = \hat{h}_{\text{norot,eq}}^{(n)}(k) + \hat{h}_{\text{mob,eq}}^{(n)}(k)_{\text{rotation}} + \hat{h}_{\text{mob,eq}}^{(n)}(k)_{\text{Interference}} + \hat{h}_{\text{mob,eq}}^{(n)}(k)_{\text{AWGN}}
\]

(6.28)
Defined $U_{i}^{\text{mob}, r}$ and $V_{i}^{\text{mob}, r}$ as follows:

$$
U_{i}^{\text{mob}, r} = \sum_{z=0}^{L-1} \alpha_{i, z} \frac{I_{i}^{r} e^{j2\pi m l_{z}}}{N} IC_{\text{mob}}(l_{z}) + I_{i}^{\text{mob}, l_{z}} + S_{\text{mob}, l_{z}} \quad X_{\text{pilot}}(l_{z})
$$

$$
V_{i}^{\text{mob}, r} = \sum_{z=0}^{L-1} \alpha_{i, z} \frac{W_{i}^{r} l_{z}}{X_{\text{pilot}}(l_{z})}
$$

(6.29)

where $l_{z} = \frac{N}{L} z$. Then $u_{i}^{\text{mob}, r}$ and $v_{i}^{\text{mob}, r}$ will be the IFFT's of $U_{i}^{\text{mob}, r}$ and $V_{i}^{\text{mob}, r}$ respectively and $\alpha_{i, z}$ is as defined in Chapter 4. Similar to Chapter 5 there are three factors contributing to channel estimation error: effect of rotation, interference and noise. The first factor is a result of the equivalent channel having a rotation in the base of $N$ while the estimated equivalent channel has a rotation in the base of $L$, as discussed in Chapter 5. Similarly, there will be a mismatch in the location of the first $m$ taps of $h_{k}^{\text{norot}, r}$ which will result in a significant performance degradation. The presence of high mobility changes the expressions of the interference terms as can be seen by comparing Eq. 6.29 with Eq. 5.19. To assess analytically the contribution of each of the aforementioned factors, an expression for channel estimation error is derived next. We will have,

$$
\Delta H_{\text{mob, eq}}^{r}(i) = \sum_{k=0}^{m-1} \beta_{i, k}^{\text{mob}} h_{k}^{\text{norot}, r} + U_{i}^{\text{mob}, r} + V_{i}^{\text{mob}, r} \quad 0 \leq i \leq N - 1
$$

(6.30)

where $\Delta H_{\text{mob, eq}}^{r}$ represents the frequency-domain channel estimation error, similar to Eq. 5.20, in the presence of high mobility, and $\beta_{i, k}^{\text{mob}} = e^{-j2\pi k l_{z}} (1 - e^{-j2\pi i l_{z}})$. First $U_{i}^{\text{mob}, r} h_{k}^{\text{norot}, r}$ is calculated. It can be easily seen that $\left[ \frac{I_{i}^{r} l_{z}}{X_{\text{pilot}}(l_{z})} \right] = 0$ and $\left[ \frac{I_{i}^{r} l_{z}}{X_{\text{pilot}}(l_{z})} \right] = 0$, therefore,

$$
U_{i}^{\text{mob}, r} h_{k}^{\text{norot}, r} = \sum_{z=0}^{L-1} \alpha_{i, z} \frac{S_{\text{mob}, l_{z}} h_{k}^{\text{norot}, r}}{X_{\text{pilot}}(l_{z})}
$$

$$
= \frac{1}{N} \sum_{g=m}^{N-1-m-1} \sum_{k'=0}^{m-1} \sum_{k''=0}^{k'-1} \frac{h_{k'}^{(N-k'-m)l_{z}}} {h_{k'}^{(N-k'-m-k'')l_{z}}} \sum_{z=0}^{L-1} \alpha_{i, z} \frac{e^{-j2\pi (k'-m) l_{z}}}{X_{\text{pilot}}(l_{z})} e^{-j2\pi (k'-m) l_{z}}
$$

$$
= \frac{1}{N^{2}} \sum_{g=m}^{N-1-m-1} \sum_{k'=0}^{m-1} \sum_{k''=0}^{k'-1} \frac{h_{k'}^{(N-k'-m)l_{z}}} {h_{k'}^{(N-k'-m-k'')l_{z}}} \sum_{z=0}^{L-1} \alpha_{i, z} e^{-j2\pi (k'-m) l_{z}}
$$

$$
= \frac{1}{N^{2}} \sum_{g=m}^{N-1-m-1} \sum_{k'=0}^{m-1} \sum_{k''=0}^{k'-1} R_{k}(N-m+k'-g) \sum_{z=0}^{L-1} \alpha_{i, z} e^{-j2\pi (k'-m) l_{z}}
$$

(6.31)
Since $0 \leq k \leq m - 1$, then,

$$U_i^{\text{mob},r} h_k^{* \text{norot},r} = \frac{\sigma_k^2}{N^2} \sum_{g=m}^{N-m-1} \sum_{k'=0}^{k-1} R_{\text{norm}}(N - m + k' - g) e^{-\frac{j2\pi(k+m-g)}{N}} k \geq 1$$  \hspace{1cm} (6.32)

and,

$$\sum_{k=0}^{m-1} \beta_{i,k} U_i^{\text{mob},r} h_k^{* \text{norot},r} = \frac{e^{-\frac{j2\pi k_i}{N}}}{N^2 - 1} \sum_{k=1}^{m-1} \sigma_h^2 \sum_{g=0}^{N-1} \sum_{g'=0}^{k-1} R_{\text{norm}}(N - m + k' - g) \hspace{1cm} m \geq 2$$  \hspace{1cm} (6.33)

Similar to Chapter 5, it can be easily shown that for $z \neq z'$, then $E \left[ \frac{I_{\text{mob},i}^* \times I_{\text{mob},i}^*}{X_{\text{pilot}(l_i)} X_{\text{pilot}(l_i)}} \right] = 0$,

$$E \left[ \frac{I_{\text{mob},i}^* \times I_{\text{mob},i}^*}{X_{\text{pilot}(l_i)} X_{\text{pilot}(l_i)}} \right] = 0, \quad E \left[ \frac{I_{\text{mob},i}^* \times I_{\text{mob},i}^*}{X_{\text{pilot}(l_i)} X_{\text{pilot}(l_i)}} \right] = 0, \quad E \left[ \frac{I_{\text{mob},i}^* \times S_{\text{mob},i}}{X_{\text{pilot}(l_i)} X_{\text{pilot}(l_i)}} \right] = 0 \quad \text{and}$$

$$E \left[ \frac{I_{\text{mob},i}^* \times S_{\text{mob},i}}{X_{\text{pilot}(l_i)} X_{\text{pilot}(l_i)}} \right] = 0. \quad \text{For an arbitrary } n \text{ and } n' \text{ where } n \neq n',$$

$$E \left[ \frac{S_{\text{mob},n} S_{\text{mob},n'}}{X_n X_n'} \right] = \sum_{k=0}^{m-1} \sum_{g=0}^{N-1} \sum_{h=0}^{k+1} \sum_{g'=0}^{k'+1} \sum_{k''=0}^{\max(k,g) + 1} \sigma_h^2 e^{-\frac{j2\pi(n-k')(n-g')}{N}}$$

Therefore,

$$\sum_{z=0}^{L-1} \sum_{z'\neq z} \alpha_i \alpha_i^* E \left[ \frac{S_{\text{mob},l_i} S_{\text{mob},l_i}}{X_{\text{pilot}(l_i)} X_{\text{pilot}(l_i)}} \right] = \sum_{z=0}^{L-1} \sum_{z'\neq z} \alpha_i \alpha_i^* e^{-\frac{j2\pi(n-z')(n-z')}{L}}$$

$$= \frac{1}{N^2} \sum_{k=0}^{m-1} \sum_{g=0}^{N-1} \sum_{k'=0}^{\max(k,g) + 1} \sigma_h^2 R_{\text{norm}}(k - g) \times$$

$$\sum_{z=0}^{L-1} \sum_{z'\neq z} \sum_{n=0}^{L-1} \sum_{n'=0}^{L-1} e^{-\frac{j2\pi n(n-n')}{L}}$$

$$= \frac{1}{N^2} \sum_{k=0}^{m-1} \sum_{g=0}^{N-1} \sum_{k'=0}^{\max(k,g) + 1} \sigma_h^2 R_{\text{norm}}(k - g) \times$$

$$\sum_{z=0}^{L-1} e^{-\frac{j2\pi(n-k'z+m)}{L}} \sum_{z'=0}^{L-1} e^{-\frac{j2\pi z(n-z')}{L}}$$

$$= \frac{1}{N^2} \sum_{k=0}^{m-1} \sum_{g=0}^{N-1} \sum_{k'=0}^{\max(k,g) + 1} \sigma_h^2 R_{\text{norm}}(k - g) \sum_{n=0}^{L-1} \sum_{n'=0}^{L-1} e^{-\frac{j2\pi(n-n')}{L}}$$

$$= \frac{1}{N^2} \sum_{k=0}^{m-1} \sum_{g=0}^{N-1} \sum_{k'=0}^{\max(k,g) + 1} \sigma_h^2 R_{\text{norm}}(k - g) \sum_{n=0}^{L-1} \sum_{n'=0}^{L-1} e^{-\frac{j2\pi(n-n')}{L}}$$

$$= \frac{1}{N^2} \sum_{k=0}^{m-1} \sum_{g=0}^{N-1} \sum_{k'=0}^{\max(k,g) + 1} \sigma_h^2 R_{\text{norm}}(k - g) \sum_{n=0}^{L-1} \sum_{n'=0}^{L-1} e^{-\frac{j2\pi(n-n')}{L}}$$

Similar to Eq. 5.34,

$$\sum_{z=0}^{L-1} \sum_{z'\neq z} \alpha_i \alpha_i^* E \left[ \frac{S_{\text{mob},l_i} S_{\text{mob},l_i}}{X_{\text{pilot}(l_i)} X_{\text{pilot}(l_i)}} \right] = 0$$  \hspace{1cm} (6.35)

1 All these expressions will result in $E \left[ \frac{X_n X_n'}{X_n X_n'} \right]$ for arbitrary $g, g', k$ and $k'$ where $k \neq k'$ and $g \neq g'$ and therefore will be zero.
Therefore,
\[
\sigma_{U_i}^2 = \sigma_X^2 \sum_{z=0}^{L-1} |\alpha_i(z)|^2 \left| \frac{e^{j2\pi m N}}{N} - jCI_{mob}(iz) + I_{mob,i} + S_{mob,i} \right|^2
\]  
(6.36)

and,
\[
|\Delta H_{mob,eq}^r(i)|^2 = \sum_{k=0}^{m-1} \beta_{i,k}^2 \sigma_{\text{norot},r}^2 + \sigma_{U_i}^2 + \sigma_{V_i}^2 + 2\text{Real} \left( \sum_{k=0}^{m-1} \beta_{i,k} U_{i}^{\text{mob},r} H_{k}^{\text{norot},r} \right)
\]  
(6.37)

Using Eq. 6.27,
\[
|H_{\text{norot},r}(k)|^2 = \frac{\sigma_{\mu}^2}{N} \sum_{g'=m}^{N-1} \sum_{g''=m}^{N-1} R_{\text{norm}}(g' - g'')
\]  
(6.38)

Similar to the derivation of Chapter 5, \(U_{i}^{\text{mob},r} H_{k}^{\text{norot},r} \) is dropped as its value is considerably smaller than the other terms. Therefore,
\[
C_{\text{error,norm}}^r(i) = \frac{|\Delta H_{mob,eq}^r(i)|^2}{|H_{mob,eq}^r(i)|^2} \approx \frac{4\gamma_\%(m) \sin^2 \left( \frac{\pi i L}{N} \right) + \text{SIR}_{\text{mob,ave}}(m) + \text{SNR}_{\text{mob,ave}}(m)}{\text{factor#1:rotation} + \text{interference} + \text{noise}}
\]  
(6.39)

where \(\text{SIR}_{\text{mob,ave}}(m) = \frac{\sigma_X^2 \sigma_{\mu}^2 \sum_{g'=m}^{N-1} \sum_{g''=m}^{N-1} R_{\text{norm}}(g' - g'')}{N^2 |e^{j2\pi m N} - jCI_{mob}(i) + I_{mob,i} + S_{mob,i}|^2} \), as defined previously, \(\gamma_\%(m)\) is as defined in Chapter 5 and \(\text{SNR}_{\text{mob,ave}}(m) = \frac{\sigma_X^2 \sigma_{\mu}^2 \sum_{g'=m}^{N-1} \sum_{g''=m}^{N-1} R_{\text{norm}}(g' - g'')}{N^2 \sigma_W^2} \). Compared with the channel estimation error derived in Eq. 5.38 for the low-mobility case, rotation has the same contribution as it had before. The second and third terms on the right hand side of Eq. 6.39, however, have slightly higher values compared to their corresponding terms in the low-mobility case. As the first term takes on high values, the effect of rotation is expected still to be the major contributor to channel estimation error.

Fig. 6.1 shows \(C_{\text{error,norm}}^r\) for those sub-carriers at mid-points between every two consecutive pilot tones and for different levels of mobility for channel c5.3 of Chapter 5. \(f_{d,\text{norm}}\) refers to the ratio of the maximum Doppler spread divided by sub-carrier spacing and each channel delay-profile sample has a Jakes power-spectrum [10]. To see the contribution of the rotation factor, the solid line shows the effect of the first term on the right-hand side of Eq. 6.39. Comparing that with the \(C_{\text{error,norm}}^r\) for the no Doppler case, it can be seen
that factor #1 contributes almost all of the channel estimation error at low m. As m approaches the length of the guard interval (G), ICI and ISI introduced by timing synchronization error increase. Still, factor #1 contributes to more than 80% of the channel estimation error at m = G for the no Doppler case. Comparing the channel estimation error for the no Doppler case with the error in the presence of mobility, it can be seen that mobility does not have a distinguishable impact on channel estimation error for $f_{d, norm}$ as high as 20% since the effect of rotation is already very high. To examine a case where Doppler has a distinguishable impact on channel estimation error, $f_{d, norm}$ is increased to 50%. It should be noted that even in case of perfect timing synchronization, such a high Doppler spread would ruin the performance of an OFDM system and therefore is not a realistic scenario. Even for such a high Doppler spread, Fig. 6.1 shows that factor #1 contributes to more than 70% of channel estimation error. The timing synchronization method proposed in Chapter 5 is effective as long as factor #1 is the major contributor to channel estimation error. The analysis of this section suggested that in the presence of timing errors, mobility has a negligible impact on channel estimation. Therefore, extending the method proposed in Chapter 5 will also provide robust timing synchronization for high mobility applications as will be shown later in this chapter.

### 6.4 Effect of timing errors on the trigonometric interpolator in the presence of high mobility, case of m < 0

Similar expressions can be derived for the case of m < 0:

\[ h_{mob, eq}^l (k) = h_{((k+m))_N}^{norot,l} \]  \hspace{1cm} (6.40)

Similar to Eq. 6.27,

\[ h_{norot,l}^{norot,l} (k) = \frac{1}{N} \sum_{g' \in R_{m<0}} h_{g'}^{(g')} \]  \hspace{1cm} (6.41)
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Since the length of \( h_{n,rot,l} \) is the same as the length of the original channel delay spread, rotation has the same impact as it had for the low-mobility case, as discussed in Section 5.2.5. Following the same procedure as the case of \( m > 0 \), the following expressions can be derived:

\[
\hat{h}_{\text{mob,eq}}^l(k) = \frac{h_{n,rot,l}^{(k+m)}}{\text{rotation}} + u_k^m + u_k^m + \text{AWGN}
\]

\[
\Delta H_{\text{mob,eq}}^l(i) = \sum_{k=0}^{m-1} \beta_{i,k} h_k^{n,rot,l} + U_i^m + V_i^m, \quad 0 \leq i \leq N - 1
\]

\[
C^l_{\text{error, norm}}(i) = \frac{|\Delta H_{\text{mob,eq}}^l(i)|^2}{|H_{\text{mob,eq}}^l(i)|^2} \approx \frac{4Y_l^m(m) \sin^2 \left( \frac{\pi i L}{N} \right)}{SIR_{\text{mob,ave}}^l(m)} + \frac{1}{SNR_{\text{mob,ave}}^l(m)}
\]

where \( SIR_{\text{mob,ave}}^l(m) \) and \( Y_l^m(m) \) are as defined previously and

\[
SNR_{\text{mob,ave}}^l(m) = \frac{\sum_{g \in R_m, g \neq 0} R_{\text{no}}(g - g')}{\sum_{g \in R_m, g \neq 0} \sigma_w^2}
\].

It can be seen that the effect of rotation is the same as before. Mobility resulted in a slight increase of the second and third terms on the right hand side of Eq. 6.42. However, as the effect of rotation is significantly higher, it is still the main contributor to channel estimation error.

6.5 Timing synchronization error correction

In Chapter 5 it was shown that pilot-aided channel estimators are super-sensitive to timing synchronization errors due to the effect of rotation. In Chapter 6 it has been shown that in a mobile environment, the effect of rotation is still the dominant cause of channel estimation performance degradation. Therefore, this sensitivity can still be exploited to design a synchronization algorithm that works robustly in high mobility environments.

After a coarse timing synchronizer has detected a start point for the symbol (a correlation-based synchronizer can be used for this as discussed in the previous chapter), \( \hat{H}_{\text{mob,eq}} \) can be obtained using pilot tones. In the presence of timing errors, this channel estimate may be far from \( H_{\text{mob,eq}} \). Call \( \hat{X}_i = \frac{Y_{\text{mob,i}}}{H_{\text{mob,eq}}(i)} \) the estimated input at the \( i^{th} \) sub-channel. Let
\( \hat{X}_i = \text{Dec}(\hat{X}_i) \) represent the estimated input after passing through the decision device. Define a decision-directed measure function as \( MF = \sum_{i=0}^{N-1} |\hat{X}_i - \hat{X}_i|^2 \), similar to Chapter 5. In the presence of channel rotation, \( MF \) can become very large. Therefore, timing synchronization error correction can be obtained iteratively by minimizing \( MF \). As long as factor\#1 is the major cause of performance loss, which is the case with high probability, timing errors can be detected. Through an iterative process, the estimated channel is updated, correcting for one mismatched tap at a time. Following the same procedure as in Chapter 5, the update necessary for correcting errors to the right at the \( i^{th} \) iteration and \( k^{th} \) sub-channel will be as follows:

\[
\hat{H}_{\text{mob,eq}}^{(i+1),r}(k) = \hat{H}_{\text{mob,eq}}^{(i),r}(k) + \varsigma \times \hat{H}_{\text{mob,eq}}^{*}(L - k) \times e^{j2\pi ik/N} \tag{6.43}
\]

Similarly, for detecting errors to the left

\[
\hat{H}_{\text{mob,eq}}^{(i+1),l}(k) = \hat{H}_{\text{mob,eq}}^{(i),l}(k) - \varsigma \times \hat{H}_{\text{mob,eq}}^{*}(i - 1) \times e^{-j2\pi(k-i)/N}, \text{ where } \varsigma \text{ is as defined in Chapter 5}
\]

and

\[
\hat{H}_{\text{mob,eq}}^{(1),r}(k) = \hat{H}_{\text{mob,eq}}^{(1),l}(k) = \hat{H}_{\text{mob,eq}}(k). \text{ In each iteration, the measure function, } MF^{(i)}, \text{ will be evaluated. Finally the iteration that results in the minimum } MF \text{ is selected and the correction necessary is applied to the start of the symbol in the time domain.}

### 6.6 Simulation Results

An OFDM system is simulated in a high delay spread and Doppler spread environment. System parameters are the same as in Section 5.4. The power-delay profile of the simulated channel is the same as channel c5.4 (shown in Fig. 5.6). Each channel delay-profile sample is generated as a random process with Rayleigh distributed amplitude and uniformly distributed phase using the Jakes Doppler spectrum [10]. The time-domain auto-correlation of each sample is a zero-order Bessel function. Fig. 5.7 and 5.9 showed the performance of the proposed algorithm in a low-mobility environment. Fig. 6.2 shows the performance for high-mobility applications and at \( \frac{\sigma_a^2}{\sigma_n^2} = 20dB \). To see the impact of mobility, Fig. 6.2 shows the performance for different levels of mobility: \( f_{\text{d, norm}} = 10\%, 20\% \) and \( 50\% \). Compared with the no Doppler case, it can be observed that the error profile is not affected by high mobility. This is due to the considerable impact of factor\#1
on channel estimation error as was shown in the previous section. This shows that the proposed algorithm can be used for robust timing synchronization in high delay spread and Doppler spread environments.

6.7 Summary

This chapter started by deriving the expressions of interference terms in the presence of timing synchronization errors and mobility. The effects of timing errors and mobility on the performance of the trigonometric interpolator were then analyzed. Expressions for channel estimation error in the presence of mobility and timing synchronization errors were derived. The effect of rotation was shown to be still the main contributor to channel estimation error in high mobility environments. Based on this observation, the timing synchronization algorithm proposed in Chapter 5 was extended to high mobility applications. Simulation results showed the performance of the proposed algorithm in high delay spread and Doppler spread environments. The simulation results show that the proposed algorithm is robust in the presence of high mobility.
Figure 6.1: Normalized channel estimation error vs. normalized $m$ for channel c5.3 ($G$ is as defined in Section 3.2)
Figure 6.2: Performance in the presence of mobility for channel c5.4 at $\frac{\sigma_n^2}{\sigma_w^2} = 20dB$
Chapter 7

Mobility Mitigation

7.1 Introduction

Once robust timing synchronization is achieved in high mobility environments, as proposed in Chapter 6, the effects of mobility need to be mitigated. Doppler spread, resulting from mobility and angular spread of arriving paths, ruins the orthogonality of sub-carriers and introduces ICI, which degrades the performance. This becomes more severe as mobile speed, carrier frequency or OFDM symbol duration increases. As delay spread increases, symbol duration should also increase for two reasons. First, most receivers require a near-constant channel in each frequency sub-band. As delay spread increases, this can be achieved by an increase of the symbol length. Second, to prevent Inter-OFDM Symbol-Interference, the length of the guard interval should increase as well. Therefore, to reduce the overhead of the cyclic prefix, the symbol length should increase [26]. OFDM systems become more susceptible to time-variations as symbol length increases. Also, due to the high demand for bandwidth, there is a trend towards higher carrier frequencies. Therefore, to have an acceptable reception quality in high delay spread and Doppler spread environments, there is a need for ICI mitigation. In References [22], [21], authors analyzed the effect of ICI by modeling it as Gaussian noise. A simplified bound on ICI power has also been derived [13]. To mitigate the introduced ICI, techniques using receiver antenna diversity have been proposed [22], [27]. However, sensitivity analysis has shown that as normalized Doppler spread (defined as the maximum Doppler spread divided by
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the sub-carrier spacing) increases, antenna diversity becomes less effective in mitigating ICI in OFDM mobile systems [9].

Jeon and Chang have proposed another method for ICI mitigation which assumes a linear model for channel variations [11]. However, they assumed that some of the coefficients of the channel matrix are negligible, which is only the case under low Doppler and delay spread conditions. For instance, their results showed performance improvement under normalized Doppler spread of up to 2.72% and delay spread of $2\mu s$ (normalized delay spread of 1) for a channel that had two non-zero power-delay profile samples. In high mobility applications that require ICI mitigation, however, delay spread can be much longer. For instance, the delay spread can be as high as $40\mu s$ for SFN channels (defined in Chapter 5) and $20\mu s$ for cellular applications\(^1\). Furthermore, normalized Doppler can be as high as 10% depending on the carrier frequency. Their method also relies on information from adjacent OFDM symbols for channel estimation, which increases processing delay.

To improve the performance in high delay spread and Doppler spread environments, two new ICI mitigation methods are presented in this chapter. Compared to the method of Jeon et al., the proposed methods can mitigate ICI in considerably higher delay and Doppler spread applications such as those found in SFN and cellular networks. Furthermore, in one of the methods ICI is mitigated without relying on the adjacent symbols. Both of the methods are based on a piece-wise linear approximation for channel time-variations.

In the absence of Doppler spread, frequency-domain pilot tones or differential modulation (either across sub-carriers or across adjacent symbols) should be used to remove the effect of channel frequency-selective fading. As the delay spread increases, differential modulation across adjacent sub-bands degrades performance. As Doppler spread and/or the length of the OFDM symbol increase, differential modulation across adjacent symbols leads to performance degradation as well. Therefore, frequency-domain pilot tones with trigonometric interpolation between them is used in this chapter, as explained in

\(^1\)For a high rate application that requires total bandwidth of 4MHz, delay spread of $40\mu s$ would result in the normalized delay spread of 160.
Chapter 4. In the presence of Doppler spread, however, these pilot tones cannot estimate channel time-variations. This chapter shows how to estimate these variations utilizing either the cyclic prefix or the next symbol. Finally, analysis and simulation results show performance improvement in high delay spread and Doppler spread environments.

### 7.2 System Model in a mobile environment

In the case of perfect timing synchronization and in the presence of mobility, the channel output \( y \) can be expressed as follows:

\[
y_i = \sum_{k=0}^{G} h_k^{(i)} x_{(i-k)} + w_i \quad 0 \leq i \leq N - 1
\]

where \( h_k^{(i)} \) represents the \( k^{th} \) sample of the channel delay profile at time instant \( t = i \times T_s \) and \( w \) and \( x \) are as defined in Chapter 4. A constant channel is assumed over the time interval \( i \times T_s \leq t < (i + 1) \times T_s \) with \( t = 0 \) indicating the start of the data part of the symbol. \( h_k^{(i)} \) for \(-G \leq i \leq -1 \) and \( 0 \leq i \leq N - 1 \) represents the \( k^{th} \) sample of the channel delay profile in the guard and data interval respectively. \( G, N \) and \( T_s \) are as defined in Chapter 4.

Then \( Y \), the FFT of sequence \( y \), will be as follows:

\[
Y_i = H_{i,0}X + \sum_{z=1}^{N-1} H_{i,z}X_{(i-z)N} + W_i \quad 0 \leq i \leq N - 1
\]

where \( W \) denotes the FFT of \( w \) and the second term on the right hand side of Eq. 7.2 represents ICI. Define \( F_{g'} \) as the FFT of the time variations of the \( g^{th} \) channel delay-profile sample:

\[
F_{g'}(z) = \sum_{g=0}^{N-1} h_{g}^{(g)} e^{-j\frac{2\pi g z}{N}} \quad 0 \leq g' \leq G \quad \& \quad 0 \leq z \leq N - 1
\]
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Then \( H_{i,z} \) can be defined as

\[
H_{i,z} = \frac{1}{N} \sum_{g'=0}^{G} F_{g'}(z) e^{-\frac{2\pi i z (i-1)}{N}} \quad 0 \leq i, z \leq N - 1
\]  

(7.4)

Furthermore, \( H_{i,0} = \sum_{g'=0}^{G} h_{g'}^{\text{ave}} e^{-\frac{2\pi i z}{N}} \) where \( h_{g'}^{\text{ave}} = \frac{1}{N} \sum_{g=0}^{N-1} h_{g}^{(g')} \) is the average of the \( g'^{th} \) channel delay-profile sample over the time duration of \( 0 \leq t < N \times T_s \). Therefore \( H_{i,0} \) represents the FFT of this average\(^2\).

As was noted by previous work, the ICI term on the right hand side of Eq. 7.2 cannot be neglected as the maximum Doppler shift, \( f_{d,\text{sym}} \), increases (eg. [22]).

7.3 Pilot Extraction

\( L \geq \nu + 1 \) equally spaced pilots, \( X_{\text{pilot}}(l_i) \), are inserted at sub-channels \( l_i = \frac{i \times N}{L} \) for \( 0 \leq i \leq L - 1\), as discussed in Chapter 4. An estimate of \( H_{i,0} \) can then be acquired at pilot tones as follows:

\[
\hat{H}_{i,0} = \frac{Y_{l_i}}{X_{\text{pilot}}(l_i)} = H_{i,0} + \frac{IC_{\text{mob}}(l_i) + W_{l_i}}{X_{\text{pilot}}(l_i)} \quad 0 \leq i \leq L - 1
\]  

(7.5)

In Eq. 7.5, \( IC_{\text{mob}}(l_i) \) denotes ICI (marked in Eq. 7.2) at \( l_i^{th} \) sub-carrier. Through an IFFT of length \( L \), the estimate of \( h_{k}^{\text{ave}} \) would be

\[
\hat{h}_{k}^{\text{ave}} = \frac{1}{L} \sum_{i=0}^{L-1} \hat{H}_{i,0} e^{\frac{2\pi i k}{L}} \quad 0 \leq k \leq L - 1
\]  

(7.6)

In the absence of mobility, \( L \) pilots would have been enough to estimate the channel. However in the presence of Doppler spread, due to the ICI term of Eq. 7.2, using the estimate of \( \hat{h}_{k}^{\text{ave}} \) for data detection results in poor performance. This motivates the need to mitigate the resultant ICI.

\(^2\)Note that \( h_{g'}^{\text{ave}} \) refers to a time averaging over the data part of the OFDM symbol and represents a short-term averaging. Therefore, it is different from a long-term averaging as the length of the data part of the OFDM symbol is not long enough with respect to the channel coherence time to include enough sampling realizations.
7.4 Piece-wise Linear Approximation

This chapter approximates channel time-variations with a piece-wise linear model with a constant slope over the time duration $T$ (Fig. 7.1). For normalized Doppler spread of up to 20%, the linear approximation is a good estimate of channel time-variations and the effect on correlation characteristics is negligible. To see this, Appendix A shows how this approximation affects the correlation function as normalized Doppler spread increases.

![Diagram](image)

**Figure 7.1**: Piece-wise linear model in one received OFDM symbol

![Diagram](image)

**Figure 7.2**: Piece-wise linear model for method II
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In this section the frequency-domain relationship, similar to Eq. 7.2, is derived when the linear approximation is applied. Let $c_{sk}$ denote the slope of the $k^{th}$ channel delay-profile sample in the current OFDM symbol. To perform the linearization, knowledge of the channel at one time instant in the symbol is necessary. Let $E(z)$ represent the average of $z$. Then for the $k^{th}$ channel delay-profile sample, $E(|h_{k}^{\text{ave}} - h_{k}^{(g)}|^2)$ is minimized for $g = \frac{N}{2} - 1$ as is shown next. Let $CF_k$ be defined as follows: $CF_k(g) = E(|h_{k}^{\text{ave}} - h_{k}^{(g)}|^2)$. The goal is to minimize $CF_k$ over $0 \leq g \leq N - 1$. $CF_k$ can be written as follows:

$$CF_k(g) = \frac{1}{N^2} \sum_{z=0}^{N-1} \sum_{z'=0}^{N-1} E(h_{k}^{(z)} h_{k}^{(z')}) + E(|h_{k}^{(g)}|^2) - \frac{1}{N} \sum_{z=0}^{N-1} E(h_{k}^{(z)} h_{k}^{(g)}) - \frac{1}{N} \sum_{z=0}^{N-1} E(h_{k}^{(z)} h_{k}^{(g)}) - \frac{2}{N} \sum_{z=0}^{N-1} \text{Re}\{R_k(z - g)\}$$

(7.7)

$\text{Re}\{\}$ stands for the real part of the argument and $R_k(z') = E(h_{k}^{(z)} h_{k}^{*(z'-z')})$. From Eq. 7.7, minimization of $CF_k$ is equivalent to maximization of $CF'_k(g) = \sum_{z=0}^{N-1} \text{Re}\{R_k(z - g)\}$ over $g$. Assume $R_k(z') = \sigma_k^2 J_0(2\pi f_d z' T_s)$ where $J_0$ represents zero-order Bessel function. Since $NT_s \leq \frac{1}{f_d}$ (which means that the length of the data part of the symbol is less than channel coherence time), it can be easily seen that $CF'_k$ is maximized for $g = \frac{N}{2} - 1$ and $g = \frac{N}{2}$ ($N$ is assumed even). Therefore, $h_{k}^{(\frac{N}{2}-1)}$ is approximated with the estimate of $h_{k}^{\text{ave}}$. Then,

$$h_{k}^{(\frac{N}{2}-1)} = \hat{h}_{k}^{\text{ave}}$$

(7.8)

Consider linearization around $h_{k}^{(\frac{N}{2}-1)}$. Then $h_{k}^{(i)}$ can be approximated as follows:

$$h_{k}^{(i)} \approx h_{k}^{(\frac{N}{2}-1)} + (i + 1 - \frac{N}{2}) \times c_{sk} \times T_s \quad 0 \leq i \leq N - 1$$

(7.9)

Inserting Eq. 7.9 in Eq. 7.1 will result in the following:

$$\bar{g} \approx \left( \mathbf{h}_{\text{mid}} + \mathbf{M} \times \mathbf{A} \right) \times \mathbf{b} + \bar{w}$$

(7.10)
\( \vec{y}, \vec{x} \) and \( \vec{w} \) are \( N \times 1 \) vectors containing samples of \( y_i, x_i \) and \( w_i \) for \( 0 \leq i \leq N - 1 \). Furthermore, \( h_{mid} \) and \( A \) will be as follows for \( 1 \leq k, k' \leq N \):

\[
 h_{mid}(k, k') = \begin{cases} 
 h_{(k-k')}^{(N-1)} & 0 \leq k - k' \leq G \quad \& \quad -(N-1) \leq k - k' \leq -(N-G) \\
 0 & \text{else} 
\end{cases} \tag{7.11}
\]

\[
 A(k, k') = \begin{cases} 
 cs_{(k-k')}^{(N-1)} & 0 \leq k - k' \leq G \quad \& \quad -(N-1) \leq k - k' \leq -(N-G) \\
 0 & \text{else} 
\end{cases} \tag{7.12}
\]

\( \mathbf{M} \) is a diagonal matrix with diagonal elements of \( \mathbf{M}(k, k) = \varphi_{k-1} = T_s \times (k - \frac{N}{2}) \) for \( 1 \leq k \leq N \). Let \( \vec{y}_1 = \mathbf{A}\vec{x} \). Since \( \mathbf{A} \) is a circular toepfritz matrix, taking an FFT of \( \vec{y}_1 \) will result in a multiplication by a diagonal matrix in the frequency domain. Therefore, \( \vec{Y}_1 = \mathbf{H}_{slope}\vec{X} \) with \( Y_1 \) representing the FFT of \( y_1 \) and

\[
 \mathbf{H}_{slope} = \text{diag}\{\text{FFT}([cs_0 \quad cs_1 \quad \ldots \quad cs_G \quad 0 \quad \ldots \quad 0])\} 
\]

Let \( \vec{y}_2 = \mathbf{M}\vec{y}_1 \). Taking an FFT of \( \vec{y}_2 \), \( Y_2(k) = \frac{\chi_{\alpha}(\chi(k))}{N} \) where \( \chi \) is the FFT of \( \varphi \) and \( \otimes_N \) represents circular convolution in the base of \( N \). Taking an FFT of \( \varphi \), it can be easily shown that \( \chi \) is as follows [17]:

\[
 \chi_k = T_s \times N \times \begin{cases} 
 -\frac{1-\cos k}{1-e^{-\frac{2\pi k}{N}}} & k \neq 0 \\
 0.5 & k = 0 
\end{cases} \tag{7.13}
\]

Therefore,

\[
 \vec{Y} \approx \mathbf{H}_{mid}\vec{X} + \vec{Y}_2 = \mathbf{H}_{mid}\vec{X} + \mathbf{COF} \times \mathbf{H}_{slope}\vec{X} + \vec{W} \tag{7.14}
\]

where

\[
 \mathbf{H}_{mid} = \text{diag}\{\text{FFT}([h_0^{(N-1)} \quad h_1^{(N-1)} \quad \ldots \quad h_{G}^{(N-1)} \quad 0 \quad \ldots \quad 0])\} \tag{7.15}
\]

\( \text{FFT}(\vec{z}) \) represents the FFT of the vector \( \vec{z} \). \( \vec{W} \) is a vector containing the FFT of noise samples and \( \mathbf{COF}_{n,n'} = \frac{\chi_{n,\vec{w}}}{N} \). To solve Eq. 7.14 for \( \vec{X} \), both \( h_{mid} \) and \( h_{slope} \) need to be estimated. Matrix \( \mathbf{COF} \) is a fixed matrix that is pre-calculated and stored in the receiver. An estimate of \( \mathbf{H}_{mid} \) is readily available from Eq. 7.5, 7.6 and 7.15. The
following sub-sections will show two methods to estimate $H_{\text{slope}}$. In Method I this is done by utilizing the redundancy of the cyclic prefix while in Method II the information of the next symbol is used.

### 7.4.1 Method I: ICI mitigation using cyclic prefix

The output prefix vector, $\vec{y}_{pf}$ of Fig. 3.1, can be written as follows:

$$\vec{y}_{pf} = Q \times \vec{c}_{pf} + \vec{w}_{p} \quad (7.16)$$

In Eq. 7.16 $\vec{c}_{pf} = \begin{bmatrix} \vec{x}^{pre}_{pf} \\ \vec{x}_{pf} \end{bmatrix}$, $\vec{w}_{p}$ contains AWGN samples and

$$Q(i, j) = h^{(i - j + 1)}_{(i - j + G)} \quad 1 \leq i \leq G \quad 1 \leq j \leq 2 \times G \quad (7.17)$$

Since $\nu \leq G$, $h_k^{(i)} = 0$ for $k > G$ in matrix $Q$. $\vec{x}_{pf}$ is the transmitted cyclic prefix vector, as defined in Chapter 3. $\vec{x}^{pre}_{pf}$ is similarly defined for the transmitted cyclic prefix of the previous OFDM symbol and is already known to the receiver. Define $\vec{\zeta}$ as a vector containing slopes of all the samples of the channel delay profile:

$$\vec{\zeta} = \begin{bmatrix} cs_0 & cs_1 & \cdots & cs_G \end{bmatrix}^t \quad (7.18)$$

Inserting $h_k^{(i)}$ from Eq. 7.9 in $Q$, it can be easily shown that Eq. 7.16 can be written as follows:

$$\vec{y}_{pf} - RH \times \vec{c}_{pf} \approx D \times X_{p_{mat}} \times \vec{\zeta} + \vec{w}_{p} \quad (7.19)$$

In Eq. 7.19 $RH(i, j) = h^{(j - i - 1)}_{(i - j + G)}$ for $1 \leq i \leq G$ and $1 \leq j \leq 2 \times G$ and can be estimated from Eq. 7.5, 7.6. $D$ is a pre-determined diagonal matrix with $D(i, i) = T_x \times (-\frac{N}{2} + i - G)$
Table 7.1: Procedure for Method I

<table>
<thead>
<tr>
<th>Step</th>
<th>Command</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Set the initial estimate of $H_{\text{slope}}$ to zero</td>
</tr>
<tr>
<td>2</td>
<td>Use Eq. 7.5, 7.6 &amp; 7.15 to estimate $H_{\text{mid}}$ from pilots</td>
</tr>
<tr>
<td>3</td>
<td>Solve Eq. 7.14 for $\bar{X}$</td>
</tr>
<tr>
<td>4</td>
<td>Solve Eq. 7.19 for $\bar{\zeta}$</td>
</tr>
<tr>
<td>5</td>
<td>Estimate $H_{\text{slope}}$ from estimated $\bar{\zeta}$</td>
</tr>
<tr>
<td>6</td>
<td>If not converged or timed out, go to step 3</td>
</tr>
</tbody>
</table>

for $1 \leq i \leq G$ and is stored in the receiver. $X_{\text{pma}}$ is defined as follows:

$$X_{\text{pma}} = \begin{bmatrix} \text{Rev}(\bar{c}_{pf} [1 : G + 1]) \\ \text{Rev}(\bar{c}_{pf} [2 : G + 2]) \\ \vdots \\ \text{Rev}(\bar{c}_{pf} [G : 2 \times G]) \end{bmatrix} \quad (7.20)$$

In Eq. 7.20, $\text{Rev}(\bar{z}[i : j])$ represents the vector produced by reversing the order of elements $i$ through $j$ of vector $\bar{z}$ and $\bar{z}^T$ denotes transpose of $\bar{z}$. Eq. 7.14 and 7.19 provide enough information to solve for $\bar{X}$. There are two sets of unknowns, $\bar{X}$ and $\bar{\zeta}$. $H_{\text{slope}}$ is formed from the FFT of $\bar{\zeta}$. It is possible to combine both equations to form a new one that is only a function of $\bar{X}$. However, the complexity of solving such an equation would be high. Therefore, a simpler iterative approach is used to solve for $\bar{X}$. This starts with an initial estimate for $\bar{X}$ and $\bar{\zeta}$. In each iteration the estimate of $\bar{X}$ is improved using Eq. 7.14 followed by updating the estimate of $\bar{\zeta}$ using Eq. 7.19. This procedure is summarized in Table 7.1.

### 7.4.2 Method II: ICI mitigation utilizing adjacent symbols

It is possible to acquire channel slopes without using the redundancy of the cyclic prefix. This can be done by utilizing either the previous symbol or both adjacent symbols. A
constant slope is assumed over the time duration of $T + \frac{N}{2} \times T_s$ for the former and $T$ for the latter. Use of the previous symbol can handle lower Doppler spread values without adding processing delay. On the other hand, use of both adjacent symbols would yield better performance at the price of delay of the reception of the next symbol. Since ICI mitigation in high mobility environments is of interest, both adjacent symbols are utilized to acquire channel slopes. This is shown in Fig. 7.2. Pilots of the current symbol provide an estimate of the channel at the mid-point of the current symbol, $\hat{h}_k^{(\frac{N}{2}-1)}$. This estimate is stored in the system. Upon processing of the next symbol, an estimate of the channel at mid-point of the next symbol, $\hat{h}_k^{(\frac{N}{2}-1),\text{next}}$, becomes available. Estimate of the slopes in region 2 (see Fig. 7.2) can then be obtained as follows:

$$\hat{c}_k^{r_2} = \frac{\hat{h}_k^{(\frac{N}{2}-1),\text{next}} - \hat{h}_k^{(\frac{N}{2}-1)}}{T}, \quad 0 \leq k \leq G$$

(7.21)

cs_k^{r_2}$ represents the slope of the $k^{th}$ channel delay-profile sample in region 2. Similarly, $cs_k^{r_1}$, the slope in region 1, is estimated while processing the previous OFDM symbol and is stored in the receiver. Utilizing two slopes introduces a minor change in Eq. 7.10. It can be shown that,

$$\bar{y}_{\text{method},z} \approx (h_{\text{mid}} + M^{r_1} \times A^{r_1} + M^{r_2} \times A^{r_2}) \times \bar{f} + \bar{w}$$

(7.22)

$A^{r_2}$ represents the channel slope matrix of Eq. 7.12 in the $z^{th}$ region ($1 \leq z \leq 2$) with $M^{r_1}$ and $M^{r_2}$ defined as follows:

$$M^{r_1}(i,j) = \begin{cases} M(i,j) & i = j \ & 1 \leq i \leq \frac{N}{2} \\ 0 & \text{else} \end{cases}$$

$$M^{r_2}(i,j) = \begin{cases} M(i,j) & i = j \ & \frac{N}{2} + 1 \leq i \leq N \\ 0 & \text{else} \end{cases}$$

(7.23)
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Following the same procedure of Section 7.4, it can be easily shown that the frequency-domain relationship will be:

\[
\tilde{Y}_{method, t} \approx H_{mid} \tilde{X} + (\text{COF}^{r_1} \times H_{slope}^{t_1} + \text{COF}^{r_2} \times H_{slope}^{t_2}) \times \tilde{X} + \tilde{W} \tag{7.24}
\]

In Eq. 7.24, \( H_{slope}^{t} \) is the diagonal matrix defined in Section 7.4 for the slopes of the \( z^{th} \) region and can be formed from \( \hat{c}_s^{r_z} \). \( \text{COF}^{r_1} \) and \( \text{COF}^{r_2} \) are fixed matrices. It can be easily shown that

\[
\text{COF}^{r_1}(n, n') = T_s \times \begin{cases} 
\frac{-5}{2 \pi (n-n')} - \frac{1-(-1)^{n-n'}}{N \times (1-e^{-2\pi (n-n')/N})^2} & n \neq n' \\
\frac{1}{4} - \frac{N}{8} & n = n' 
\end{cases}
\]

\[
\text{COF}^{r_2}(n, n') = T_s \times \begin{cases} 
\frac{-5}{2 \pi (n-n')} - \frac{1-(-1)^{n-n'}}{N \times (1-e^{-2\pi (n-n')/N})^2} & n \neq n' \\
\frac{1}{4} + \frac{N}{8} & n = n' 
\end{cases} \tag{7.25}
\]

An estimate of \( X \) can then be obtained from Eq. 7.24.

### 7.4.3 Complexity Analysis

In general, solving Eq. 7.14 and 7.19 in case of Method I and Eq. 7.24 or 7.22 in case of Method II requires matrix inversion which could increase receiver complexity. For Method I, since the size of Eq. 7.19 is smaller, the main complexity is in solving Eq. 7.14. This requires an \( N \times N \) matrix inversion. In general, any matrix inversion algorithm can be used. Also, Eq. 7.14 and 7.24 show a special structure. For instance, in Eq. 7.14 a sum of \( \text{diagonal} + (\text{toeplitz} \times \text{diagonal}) \) needs to be inverted. The special structure can be used to reduce the complexity in iterative methods. Compared with the method proposed in [11], Methods I and II can handle considerably higher delay spread and Doppler spread (see Section 7.1) at the price of higher computational complexity (by neglecting some of the channel coefficients, the complexity of the method proposed in [11] is reduced to \( N - q \) inversions of a matrix of size \( q \times q \), where \( q \) is smaller than \( N \)). However, depending on the computational power of the receiver, other less complex methods like conjugate
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gradient can be used for matrix inversion. A good survey of such methods and their complexity analysis can be found in [3], [12]. Furthermore, Section 7.6 shows how adding a noise/interference reduction mechanism can further reduce the complexity.

Another important issue is the convergence property of Method I. In general, for the range of normalized Doppler spread values that the piece-wise linear approximation can be applied, channel slopes are small enough that the initial estimate of zero in the first step of Method I results in convergence of the method after a few iterations. A more detailed analysis of convergence properties of such iterative methods is beyond the scope of this thesis but can be found in [12], [18].

7.5 Mathematical Analysis of the effect of linearization

In this section a mathematical analysis is provided for the effect of piece-wise linear approximation in mitigating ICI. A narrowband time-varying channel is assumed to make the analysis tractable. Wideband channels will be considered in the next section.

$SIR_{\text{mob,ave}}$ is defined as the ratio of average received signal power to the average received interference power. The goal is to calculate $SIR_{\text{mob,ave}}$ when ICI is mitigated and compare it to that of the “no mitigation” case. Consider a narrowband time-varying channel, $h^{(i)}$. Note that the index $k$ of $h_k^{(i)}$ is dropped in this section under the narrowband channel assumption. Then in the absence of noise, Eq. 7.1 can be simplified as follows:

$$ y_i = h^{(i)} \times x_i $$

Equation 7.26

The estimate of $x_i$ will be

$$ \hat{x}_i = \frac{y_i}{\hat{h}^{(i)}} = x_i + \frac{e_i}{\hat{h}^{(i)}} \times x_i $$

Equation 7.27

In Eq. 7.27, $e_i = h^{(i)} - \hat{h}^{(i)}$. Since $\hat{h}^{(i)}$ is the sum of a considerable number of uncorrelated random variables as estimated from pilot tones, its distribution is approximated with a complex Gaussian. In practice if $\hat{h}^{(i)}$ has values near zero, the received signal will not be
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divided by those small numbers. From a theoretical standpoint, if the cases of near zero \( \hat{h}^{(i)} \) are not excluded, the variance of \( \hat{x} \) will be infinite (this can be seen from the results of this section). Therefore, the probability of a near zero \( \hat{h}^{(i)} \) should be excluded to make the analysis meaningful. This can be done by introducing a slight modification in the pdf of \( |\hat{h}^{(i)}|^2 \). Let \( \text{prob}(|\hat{h}^{(i)}|^2 \leq \mu) = \epsilon \). Then for an \( \epsilon \) near zero, the pdf of \( |\hat{h}^{(i)}|^2 \) is taken to be zero for \( |\hat{h}^{(i)}|^2 \leq \mu \).

Taking an FFT of Eq. 7.27,

\[
\hat{X}_i = X_i + NI_i
\]  

(7.28)

where \( NI_i \) is the FFT of \( \frac{x_i}{\hat{h}^{(i)}} \times x_i \). \( NI_i \) is not purely interference and contains a term that depends on \( X_i \) as well. However, it can be shown that the power of that term is considerably smaller than the power of the main signal term. Therefore, to reduce the complexity of the analysis \( NI_i \) is taken as the interference term which makes the analysis a tight approximation. \( SIR_{mob,ave} \) can then be defined as follows:

\[
SIR_{mob,ave} = \frac{\sigma_X^2}{\sigma_{NI}^2}
\]  

(7.29)

\( \sigma_X^2 \) is the average power of \( X \) and \( \sigma_{NI}^2 \) can be calculated as follows:

\[
\sigma_{NI}^2 = E(NI_i NI_i^*)
\]  

(7.30)

Since \( E(x_n x_{n'}^*) = \frac{\sigma^2}{N} \delta_{n,n'} \) for arbitrary \( n \) and \( n' \), then

\[
\sigma_{NI}^2 = \frac{\sigma_X^2}{N} \times \sum_{i=0}^{N-1} E\left(\left|\frac{e_i}{\hat{h}^{(i)}}\right|^2\right)
\]  

(7.31)

and

\[
SIR_{mob,ave} = \frac{N}{\sum_{i=0}^{N-1} E\left(\left|\frac{e_i}{\hat{h}^{(i)}}\right|^2\right)}
\]  

(7.32)

Both \( e_i \) and \( \hat{h}^{(i)} \) have complex Gaussian distributions. Furthermore, they are jointly Gaussian (since a linear combination of them is the sum of a considerable number of
uncorrelated random variables) and correlated. Then $E(|e_{i,h(0)}|^2)$ will be as follows:

$$
E(|e_{i,h(0)}|^2) = E\left(\frac{|Re\{e_i\}|^2 + |Im\{e_i\}|^2}{\left|Re\{h(0)\}\right|^2 + \left|Im\{h(0)\}\right|^2}\right)
$$

$$
= E\left(\frac{|Re\{e_i\}|^2 + |Im\{e_i\}|^2|\hat{h}(i)}{\left|Re\{h(0)\}\right|^2 + \left|Im\{h(0)\}\right|^2}\right)
$$

$$
= E\left(\frac{|Re\{e_i\}|^2|Re\{\hat{h}(i)\} + E(|Im\{e_i\}|^2)|Im\{\hat{h}(i)\}|}{\left|Re\{h(0)\}\right|^2 + \left|Im\{h(0)\}\right|^2}\right) 
$$

(7.33)

where $e_i = Re\{e_i\} + jIm\{e_i\}$ and $\hat{h}(i) = Re\{\hat{h}(i)\} + jIm\{\hat{h}(i)\}$. $Re\{e_i\}$, $Im\{e_i\}$, $Re\{\hat{h}(i)\}$ and $Im\{\hat{h}(i)\}$ are zero mean Gaussian variables with independent inphase and quadrature parts. It can be easily shown [19] that

$$
E(|Re\{e_i\}|^2)|Re\{\hat{h}(i)\} = \sigma^2_{Re\{e_i\}}(1 - \rho^2_{Re\{e_i\}, Re\{\hat{h}(i)\}}) + \frac{\rho^2_{Re\{e_i\}, Re\{\hat{h}(i)\}} \sigma^2_{Re\{e_i\}}}{\sigma^2_{Re\{\hat{h}(i)\}}} \left|Re\{\hat{h}(i)\}\right|^2
$$

with

$$
\sigma^2_{Re\{e_i\}} = E(|Re\{e_i\}|^2) = .5\sigma^2_{e_i}, \quad \sigma^2_{Re\{\hat{h}(i)\}} = E(Re\{\hat{h}(i)\})^2 = .5\sigma^2_{\hat{h}(i)}
$$

and the correlation coefficient $\rho$ defined as follows: $\rho_{z,z'} = \frac{E(zz'^*)}{\sigma_z \sigma_{z'}}$ for arbitrary $z$ and $z'$. $E(|Im\{e_i\}|^2)|Im\{\hat{h}(i)\}$ can be similarly calculated. Therefore,

$$
E(|e_{i,h(0)}|^2) = \frac{\rho^2_{e_i,\hat{h}(i)} \sigma^2_{e_i}}{\sigma^2_{\hat{h}(i)}} + \sigma^2_{e_i}(1 - \rho^2_{e_i,\hat{h}(i)})E\left(\frac{1}{\left|\hat{h}(i)\right|^2}\right) 
$$

(7.34)

where $\sigma^2_{\hat{h}(i)} = E(|\hat{h}(i)|^2)$, $\sigma^2_{e_i} = E(|e_i|^2)$ and $\rho$ is as defined earlier. These parameters are functions of channel correlation characteristics (or Doppler spectrum) and are derived in Appendix B for both the cases of ICI mitigation and no mitigation. Also, it can be easily shown that $E\left(\frac{1}{\left|\hat{h}(i)\right|^2}\right) = \frac{Ei(-\ln(1-\epsilon))}{\sigma^2_{\hat{h}(i)}}$ where $Ei$ and $ln$ stand for the exponential integral and logarithm in the base $e$ respectively. Inserting Eq. 7.34 in Eq. 7.31 results in the following $SIR_{m\phi,ave}$:

$$
SIR_{m\phi,ave} = \frac{N}{\sum_{i=0}^{N-1} \frac{\sigma^2_{\hat{h}(i)} + \rho^2_{e_i,\hat{h}(i)} Ei(-\ln(1-\epsilon)) \times (1-\rho^2_{e_i,\hat{h}(i)}) \times \sigma^2_{\hat{h}(i)}}{\sigma^2_{\hat{h}(i)}}}
$$

(7.35)

Fig. 7.3 shows $SIR_{m\phi,ave}$ of Eq. 7.35 for both the cases of “ICI mitigation” and “no mitigation”, as a function of $f_{d,norm}$ at $\epsilon = 10^{-6}$. The derivations of Appendix B are used to plot the theoretical results. $f_{d,norm}$ is defined as $f_d$ (maximum Doppler) divided by the
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sub-carrier spacing. The channel power spectrum is the Jakes spectrum [10] for this result. This means that function $R$ of Appendix B is $R_{h}(t) = J_{0}(2\pi f_{d}t)$ with $J_{0}$ representing the zero-order Bessel function. The analytic results match the corresponding simulations as can be seen. The figure shows how ICI mitigation through linearization improves $SIR_{m0,ave}$.

7.6 Noise/Interference Reduction

In Section 7.3, an estimate of $h_{k}^{ave}$ was acquired using equally-spaced pilots. In most cases, the number of active (non-zero) channel delay spread samples will be less than $\nu + 1$, especially in an SFN environment. In such cases, some of the estimated samples would be noise/interference samples after the IFFT in Eq. 7.6. Therefore, if they can be removed, the effect of noise/interference will be reduced. To do so, estimated channel delay spread samples are compared with a Threshold. If the value of a sample is below the Threshold, it will be set to zero:

$$\text{if } |\hat{h}_{k}^{ave}| \leq \text{Threshold} \implies \hat{h}_{k}^{ave} = 0, \quad 0 \leq k \leq L - 1$$ (7.36)

The optimum way to define the Threshold is to relate it to the received $SNIR$ (Signal to Noise plus Interference Ratio) such that the channel delay-profile samples comparable to or below the noise/interference level are zeroed. However, this requires estimation of the power of noise/interference which may not be feasible in a high mobility environment. Instead, a simple but effective Threshold is defined. Upon estimation of $\hat{h}_{k}^{ave}$ from Eq. 7.6, the estimated sample with the maximum absolute value is detected. Let $MAV$ represent this maximum. Then all the estimated samples with absolute values smaller than $\frac{MAV}{z}$ for some $z \geq 1$ will be zeroed. Choosing small $z$ increases the chance of losing channel samples with significant values and only improves the performance if the noise and/or interference level is high. On the other hand, choosing a high $z$ will reduce the risk of losing samples with considerable values at the price of less efficiency in high noise and/or interference cases. In general, in the absence of knowledge of $SNIR$, it is
better to choose \( z \) such that losing the estimates below the \( \text{Threshold} \) does not introduce significant performance loss. Following this criterion, \( z = 10 \) is used in simulations in the next section. In the case of losing a channel sample, the power of such a sample is less than 1% of the power of the strongest channel sample. This will lead to a slight performance loss at very high \( SNIR \) which should not be a problem since these cases already have a very low error rate.

Furthermore, the number of non-zero channel delay-profile samples can be estimated from \( \hat{h}_{\text{adj}} \) after Eq. 7.36 is applied. Let \( N_p \leq L \) represent this estimate in the current OFDM symbol. Therefore, only \( N_p \) slopes need to be estimated. This will reduce the complexity of both algorithms. For instance it will reduce the number of unknowns from \( G \) to \( N_p \) in step 4 of Method I. This reduction can be considerable for SFN channels.

### 7.7 Simulation Results

An OFDM system is simulated in a time-varying environment with high delay spread. System parameters\(^3\) are as follows. Input Modulation is 8PSK. Bit rate (excluding the redundancy) is 7.3Mbps, \( N = 892 \) and \( L = 223 \). Length of the guard interval (\( T_g \)) is 44.4\( \mu s \) and length of one OFDM symbol (\( T \)) is 273.5\( \mu s \). The sampling period, \( T_s \), is .26\( \mu s \) and \( G = \frac{T_g}{T_s} = 173 \). Two power-delay profiles are simulated. The power-delay profile of channel c7.1 has non-zero values at two channel delay-profile samples which are separated by 20\( \mu s \). Power-delay profile of channel c7.2 is the same as channel c5.4 of Chapter 5 and is shown again in Fig. 7.4. Each channel delay-profile sample is generated as a random process with Rayleigh distributed amplitude and uniformly distributed phase using Jakes model [10]. Therefore, the time-domain auto-correlation of each channel delay-profile sample is a zero-order Bessel function. For both channels, the power of channel delay-profile samples is normalized to result in a total power of one. To see how ICI mitigation methods reduce the error floor, Fig. 7.5 shows the average bit error rate, \( P_b \) (before decoding), in the absence of noise for both channels. In the “no mitigation” case, pilots

---

\(^3\)Parameters are based on Sirius Radio second generation system specification proposal for an SFN environment.
are used to estimate $I_k^{ave}$ which is then used to detect the transmitted data without any estimation of time-variations. As can be seen from Fig. 7.5, average $P_b$ increases for the “no mitigation” case. Both of the proposed methods reduce the error floor considerably. Method II shows slightly better performance than Method I. This is due to the iterative way of solving for unknowns in Method I. Also, channel c7.1 results in a lower error floor due to its lower delay spread and smaller number of non-zero power-delay profile samples, as expected. To see the effect of noise, Fig. 7.6 shows average $P_b$ (before decoding) as a function of average received SNR for $f_{d,norm} = 6.5\%$. Average received SNR is defined as the ratio of the average total signal power received through all the channel paths to the average received noise power. Average error rate for the ideal case of no Doppler is also plotted for comparison. It can be seen from Fig. 7.6 that ICI mitigation reduces the error rate considerably for both channels. In particular for channel c7.1, the error rate is almost reduced to that of the case with no Doppler.

To see how ICI mitigation methods reduce the required received SNR for achieving a specific pre-decoding bit error rate, Fig. 7.7 shows the required received SNR for reaching an average $P_b = .02$ before decoding. The graph shows how ICI mitigation can save power. For comparison, the required received SNR for the case of no Doppler is 17.6dB for both channels. It can be seen that both methods reduce the amount of required power to a level close to that of the no Doppler case. For instance, at $f_{d,norm} = 8\%$, the amount of power saving is around 4dB. Compared to the “no mitigation” case, the amount of power saving increases considerably as $f_{d,norm}$ increases.

### 7.8 Conclusion

Two new methods for ICI mitigation in pilot-aided OFDM mobile systems are proposed in this chapter. Both methods use a piece-wise linear approximation to estimate channel time-variations in each OFDM symbol. Performance improvement was shown analytically by deriving $SIR_{ave}$ formulas in a narrowband mobile environment. In high delay spread and Doppler spread environments, simulation results show considerable performance improvement. They illustrate that applying these methods would reduce average $P_b$ or the
required received \( SNR \) to values close to those for the cases with no Doppler. The power savings become considerable as \( f_{d,\text{norm}} \) increases.

Figure 7.3: Average SIR vs. \% of \( f_{d,\text{norm}} \) for a narrowband channel
Figure 7.4: Power-Delay profile of channel c7.2 (same as channel c5.4 of Fig. 5.6)
Figure 7.5: Error floor vs. maximum normalized Doppler
Figure 7.6: Average bit error rate vs. average received SNR for $f_{d,\text{norm}} = 6.5\%$
Figure 7.7: Required average received \( SNR \) to achieve average \( P_b = .02 \)
Chapter 8

Conclusions

8.1 Thesis Summary

Using OFDM technology for high mobility applications poses several challenges. For instance timing synchronization can become more challenging in high mobility environments as the power-delay profile of the channel may change rapidly. Furthermore, high mobility introduces time-variations within one OFDM symbol, which results in loss of orthogonality among sub-carriers. These issues were addressed in this thesis.

A brief introduction to mobile communications was given in Chapter 2 and basics of an OFDM system were introduced in Chapter 3.

In high delay spread environments, there is a need to transmit frequency-domain pilot tones to estimate channel frequency-selectivity. To estimate the channel at all the sub-carriers using the pilot tones, different interpolators can be used. Average error probability formulas were derived for an OFDM system that uses pilot tones. Using these expressions the performance of a trigonometric interpolator and a linear interpolator was compared. It was shown analytically and through simulations that for those cases where noise is the dominant cause of performance degradation, the linear interpolator outperforms the trigonometric one. It was also shown that as delay spread increases and becomes the dominant cause of performance degradation, the trigonometric interpolator outperforms the linear one considerably and therefore was used in the subsequent chapters for frequency-domain channel estimation.
CHAPTER 8. CONCLUSIONS

The effects of timing synchronization errors on an OFDM system in general and on the pilot-aided channel estimator in particular were studied in Chapter 5. Analytical expressions for the average power of the interference terms introduced by timing errors were derived. Analytical expressions for channel estimation error in the presence of timing errors were also found. By considering both the channel estimator and the timing synchronizer, the super-sensitivity of the channel estimator to timing errors was shown. Using this sensitivity, a timing synchronization algorithm was proposed that exploits the super-sensitivity of the channel estimator to achieve robust timing synchronization with no need for additional training overhead. Simulation results showed the performance of the proposed method indicating that it can reduce the probability of error close to that of the perfect synchronization case.

Analysis in Chapter 5 was carried out under the low-mobility assumption. That analysis was extended to high mobility environments in Chapter 6. Expressions for average signal to interference ratio and channel estimation error were derived in the presence of mobility and timing errors. The proposed synchronization algorithm was shown to be robust for high-mobility applications.

Once timing synchronization is achieved, the effects of Doppler spread need to be mitigated. Two new methods were proposed in Chapter 7 for Doppler spread mitigation. Neither method requires additional training overhead. They were based on a piece-wise linear approximation for time-variations of the channel. Performance improvement was shown analytically by deriving average signal to interference ratio formulas in a narrowband mobile environment. Then simulation results showed the performance of the proposed methods for high delay spread and Doppler spread applications. It was shown that applying these methods would reduce average probability of error or the required received $SNR$ to values close to those for the cases with no Doppler spread.
8.2 Future Work

A timing synchronization algorithm was proposed in Chapter 6 that would be robust in the presence of high mobility. The analysis can be extended to show the performance of the proposed timing synchronization algorithm in the presence of fixed frequency offset or phase noise. Furthermore two algorithms were proposed in Chapter 7 for Doppler spread mitigation. Since both algorithms were based on a piece-wise linear approximation for channel time-variations, there would be a limit on the amount of Doppler spread that they can mitigate. As there is a trend towards higher carrier frequencies, it is important to design Doppler mitigation algorithms that would mitigate higher Doppler spread values while minimizing the amount of additional training overhead. One possibility would be to explore higher-order approximations for time-domain channel variations.

OFDM systems are also sensitive to fixed frequency offset and phase noise. Design of robust frequency offset and phase noise estimation algorithms without use of additional training overhead can be a challenge. Work could be conducted to extend the piece-wise linear model (or higher-order models) to estimate frequency offset or phase noise. The effect of both can be modeled as a time-variant equivalent channel. Then in the case of mitigating phase noise, another possibility is to use an estimate of the time-domain correlation characteristics of this time-variant equivalent channel to estimate and mitigate phase noise. In practical scenarios the information on the correlation characteristics may not be available. Such analysis would at least provide an upper bound on the performance improvement and would give insights into design of a better estimator.

In the case of perfect timing synchronization in the absence of mobility but in the presence of delay spread, a multiplication relationship would result in the frequency domain between the transmitted data point and channel for an OFDM system. In the absence of delay spread (i.e. narrowband channel) and in the presence of mobility, a multiplication relationship would result in the time domain making it more computationally efficient to do channel estimation and data detection in the time domain. In the presence of high delay spread and Doppler spread, processing should be done in both time and frequency
domains. Optimization of the amount of processing necessary in each domain and modification of the structure of OFDM systems to reduce computational complexity can be a challenging and important research problem for these cases.
Appendix A

Piecewise Linearization’s Impact on Correlation

Consider a wide-sense stationary process \( h \) and its piece-wise linear approximation \( h_{lin} \) shown in Fig. A.1. \( h \) can represent any of the channel paths. \( h_{lin}^{(i)} \) represents \( h_{lin} \) at time instant \( i \times T_s \). It is of interest to compare the auto-correlation function of \( h_{lin} \), \( R_{h_{lin}}(t = iT_s, z = nT_s) = E(h_{lin}^{(i)}h_{lin}^{(n)}) \), to that of \( h \). From Fig. A.1, \( h_{lin}^{(i)} \) and \( h_{lin}^{(n)} \) can be expressed as follows:

\[
\begin{align*}
    h_{lin}^{(i)} &= h_{lin}^{(i_0)} + \Delta t_1 \times \frac{h_{lin}^{(i_1)} - h_{lin}^{(i_0)}}{T} \quad i_0 \leq i \leq i_1 \\
    h_{lin}^{(n)} &= h_{lin}^{(n_0)} + \Delta t_2 \times \frac{h_{lin}^{(n_1)} - h_{lin}^{(n_0)}}{T} \quad n_0 \leq n \leq n_1
\end{align*}
\]  

(A.1)

For simplicity, it is assumed that \( h_{lin}^{(g)} = h^{(g)} \) for \(^1 g = i_0, i_1, n_0 \) and \( n_1 \). Then, \( R_{h_{lin}}(t, z) \) will be

\[
R_{h_{lin}}(t = iT_s, z = nT_s) = (1 - \frac{\Delta t_1}{T})(1 - \frac{\Delta t_2}{T}) \times E(h^{(i_0)}h^{(n_0)*}) + \left( \frac{\Delta t_1}{T} - \frac{\Delta t_1 \Delta t_2}{T^2} \right) \times E(h^{(i_0)}h^{(n_1)*}) + \left( \frac{\Delta t_1}{T} - \frac{\Delta t_1 \Delta t_2}{T^2} \right) \times E(h^{(i_1)}h^{(n_0)*})
\]

\(^1\)Due to the presence of noise and/or interference, \( h_{lin}^{(g)} \) may differ from \( h^{(g)} \) for \( g = i_0, i_1, n_0 \) and \( n_1 \). Extending the analysis to include this difference should be a straightforward extension of the work in this appendix.
\[
\frac{\Delta t_1 \Delta t_2}{T^2} \times E(h^{(i)} h^{(m)})
\]  

(A.2)

Let \( R_h(t = iT_s, z = nT_s) = R_h((i - n) \times T_s) = E(h^{(i)} h^{(m)}) \) represent the auto-correlation function of process \( h \). Then,

\[
R_{h_{lin}}(t, z) = R_{h_{lin}}(\Delta t_1, \Delta t_2, k) = \left( \frac{\Delta t_1}{T} - \frac{\Delta t_1 \Delta t_2}{T^2} \right) \times R_h((k - 1)T) + \\
\left( \frac{\Delta t_2}{T} - \frac{\Delta t_1 \Delta t_2}{T^2} \right) \times R_h((k + 1)T) + \\
\left( 1 - \frac{\Delta t_1}{T} - \frac{\Delta t_2}{T} + 2\frac{\Delta t_1 \Delta t_2}{T^2} \right) \times R_h(kT)
\]

(A.3)

Since \( h \) is a wide-sense stationary process, \( R_h(t, z) = R_h(t - z) = R_h(\Delta t_1 - \Delta t_2 - kT) \).

Define \( \Delta PW \) as the average power of the difference of \( R_h(t, z) \) and \( R_{h_{lin}}(t, z) \) over \( N_{os} \) OFDM symbols:

\[
\Delta PW = \sum_{k=0}^{N_{os}-1} \int_0^T \int_0^T (R_{h_{lin}}(\Delta t_1, \Delta t_2, k) - R_h(\Delta t_1 - \Delta t_2 - kT))^2 d\Delta t_1 d\Delta t_2
\]

(A.4)

We are interested in \( \Delta PW_{\text{normalized}} \) which can be defined as follows:

\[
\Delta PW_{\text{normalized}} = \frac{\Delta PW}{\sum_{k=0}^{N_{os}-1} \int_0^T \int_0^T R_h(\Delta t_1 - \Delta t_2 - kT)d\Delta t_1 d\Delta t_2}
\]

(A.5)

Fig. A.2 shows \( \Delta PW_{\text{normalized}} \) For \( R_h(t) = J_0(2\pi f_d t) \) as a function of \( f_d \times T \). \( N_{os} \) is chosen large enough, i.e. \( N_{os} \gg \frac{1}{f_d \times T} \), so that \( R_h(N_{os}T) \) becomes negligible. The graph suggests that for \( f_d \times T \) of up to 20\%, \( \Delta PW_{\text{normalized}} \) is negligible. For instance, for \( f_d \times T = 15\% \), \( \Delta PW_{\text{normalized}} \) is 1\%. 
Figure A.1: Piece-wise linear approximation of a random process $h$
Figure A.2: $\Delta PW_{normalized}$ vs. $\%$ of $f_d \times T$
Appendix B

Finding $\sigma_{e_i}^2$, $\sigma_{\hat{h}(i)}^2$ and $\rho_{e_i, \hat{h}(i)}$

B.0.1 The Case of ICI Mitigation

From Eq. 7.6, in the absence of noise and for a narrowband channel, $\hat{h}_{ave} = h_{ave} + \Delta h_{ave}$, where $\Delta h_{ave}$ is the estimation noise with variance of $\sigma_{\Delta h_{ave}}^2$. It can be easily shown, using Eq. 7.5 and 7.6, that $\sigma_{\Delta h_{ave}}^2 = \frac{N^2 R_h(0) - N R_h(0) - 2 \sum_{k=1}^{N-1} (N-k) R_h(k T_s)}{N^2}$. $R_h$ is the auto-correlation function of the narrowband channel as defined in Appendix A. Furthermore, it can be shown that $E(\Delta h_{ave} \times h^{(i)^*}) = 0$ due to the independency of the transmitted data points and channel. Similarly, in the next OFDM symbol, $\hat{h}_{ave, next} = h_{ave, next} + \Delta h_{ave, next}$, where $\Delta h_{ave, next}$ is the estimation noise with $\sigma_{\Delta h_{ave, next}}^2 = \sigma_{\Delta h_{ave}}^2$. Define $co_1(i) = (i - 0.5 N + 1) \frac{T_s}{4} \frac{2}{N}$ and $co_2(i) = 1 - co_1(i)$. Using Method II,

$$\hat{h}(i) = co_2(i) \hat{h}_{ave} + co_1(i) \hat{h}_{ave, next} \quad i \in Region2 \quad (B.1)$$

A similar formula can be written for estimation in Region 1. Using these formulas, after some lengthy but straightforward computations, the following formulas can be derived:

$$\sigma_{\hat{h}(i)}^2 = (co_2^2(i) + co_1^2(i)) \left( \frac{N R_h(0) + 2 \sum_{k=1}^{N-1} R_h(k T_s)}{N^2} + \sigma_{\Delta h_{ave}}^2 \right) + \frac{2 co_2(i) co_1(i)}{N^2} \sum_{k=T/T_s - N+1}^{T/T_s + N-1} (N - |k - T/T_s|) \times R_h(k T_s)$$

$$\sigma_{e_i}^2 = R_h(0) + \sigma_{\hat{h}(i)}^2 - \frac{2}{N} \times (co_2(i) \sum_{k=0}^{N-1} R_h((i-k)T_s) + co_1(i) \sum_{k=T/T_s}^{T/T_s + N-1} R_h((i-k)T_s))$$
APPENDIX B. FINDING $\sigma_E^2$, $\sigma_H^2$ AND $\rho_{E_i, H(i)}$

\[
\rho_{e_i, \hat{h}(i)} = \frac{1}{N} \times \left( \cos(i) \sum_{k=0}^{N-1} R_h((i - k)T_s) + \cos_1(i) \sum_{k=T/T_s}^{N-1} R_h((i - k)T_s) \right) - \frac{\sigma_{e_i}^2}{\sigma_{h(i)}^2} \sigma_{e_i}
\]

(B.2)

**B.0.2 The Case of No Mitigation**

In this case, $\hat{h}(i) = \hat{h}^{ave}$ for $0 \leq i \leq N - 1$. Then the parameters can be easily derived as follows:

\[
\sigma_{h(i)}^2 = \frac{N R_h(0) + 2 \sum_{k=1}^{N-1} R_h(kT_s)}{N^2} + \sigma_{\Delta^{ave}}^2
\]

\[
\sigma_{e_i}^2 = R_h(0) + \sigma_{h(i)}^2 - \frac{2}{N} \sum_{k=0}^{N-1} R_h((i - k)T_s)
\]

\[
\rho_{e_i, \hat{h}(i)} = \frac{1}{N} \sum_{k=0}^{N-1} R_h((i - k)T_s) - \frac{\sigma_{e_i}^2}{\sigma_{h(i)}^2} \sigma_{e_i}
\]

(B.3)
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