Use of the Newton Method for Blind Adaptive Equalization Based on the Constant Modulus Algorithm

Kenneth Kreutz-Delgado, Senior Member, IEEE and Yogananda Isukapalli, Student Member, IEEE

Abstract—We study the applicability of the second-order Newton gradient descent method for blind equalization of complex signals based on the Constant Modulus algorithm. The Constant Modulus loss function is real with complex valued arguments, and hence nonanalytic. We therefore use the framework of the Wirtinger calculus to derive a useful and insightful form of the Hessian for noiseless FIR channels and rederive the known fact that the full Hessian of the Constant Modulus loss function is always singular in a simpler manner. For the implementation of a sub-optimum version of Newton algorithm, we give the conditions under which the leading partial Hessian is non-singular for a noiseless FIR channel model. For this channel model we show that the perfectly equalizing solutions are stationary points of the Constant Modulus loss function and also evaluate the leading partial Hessian and the full Hessian at a perfectly equalizing solution. We also discuss regularization of the full Newton method. Finally, some simulation results are given.
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I. INTRODUCTION

For finite length FIR channel models it is common to use equalizers with a tapped delay line structure. The taps of the equalizer are updated using adaptive algorithms, which usually depend on the presence of training symbols. Blind equalizers, originally proposed by Sato [1], do not require training symbols, thus potentially improving the information spectral efficiency. A well-known candidate among the blind adaptive algorithms is the Constant Modulus algorithm (CMA) proposed by Godard [2] for two-dimensional digital communication systems (M-ary quadrature amplitude modulation (MQAM) signals), and by Treichler and Agee [3], for blind equalization of pulse-amplitude modulation (PAM) signals. CMA is a preferred choice for blind equalization because of its robustness and its ease of implementation [4]. Convergence analysis of CMA can be found in [5] and [6]. The speed of convergence is very important for practical systems. It is well-known that the second-order Newton method has fast convergence. However the Newton method requires the computation of the Hessian of the cost function for its implementation. We emphasize that we are working with complex signals as this makes the problem of understanding second-order CMA algorithms significantly more difficult than the real case. In particular, unlike the real case, there are no isolated local minima of the Constant Modulus (CM) loss function in the complex situation and as a consequence the Hessian of the CM loss function is always singular, which means that the fast converging Newton method can not be used in practice without modification. We theoretically show that this intrinsic singularity prevents one from using the Newton algorithm without precautionary modifications. This is accomplished by using the framework and methodology developed in [11] to analyze the Newton method applied to minimizing the CM loss function. Some modified versions of the Newton method as applied to constant modulus algorithm can be found in [7]-[10]. We now briefly summarize the contributions of this paper.

1) The full Hessian of the CM loss function is proven to be intrinsically singular. This fact is actually well known [4], [14], but the proof given in this paper is much simpler and is based on the complex Hessian derived using the framework of Wirtinger calculus.
2) We show that the perfectly equalizing solutions are stationary points of the CM loss function. We compute the form of the Hessian for the noiseless FIR channel model and evaluate it at a perfectly equalizing solution.
3) Conditions are given which ensure that the leading partial Hessian is positive definite, and necessarily full rank.
4) We show that at a perfectly equalizing solution for a noiseless full rank channel, the leading partial Hessian is full rank assuming that the channel input data sequence in sufficiently subgaussian.
5) If the leading partial Hessian is full rank, then the necessarily singular $2N \times 2N$ full Hessian is shown to attain the maximal rank of $2N - 1$.
6) We give the form of the vector which spans the one dimensional nullspace of of a maximal rank full Hessian at a perfectly equalizing solution for a noiseless FIR channel.
7) We present a novel phase-enforcing regularization of the full Newton algorithm and discuss its implication for developing practical Newton algorithms as applied to the CMA.

The rest of this paper is organized as follows. In Section II, we introduce our system model. In Section III, we briefly explain the steps in the construction of the Hessian for real valued functions with complex valued arguments and construct
the gradients and Hessians for the CM loss function. Stationary points of the CM loss functions are studied in Section IV. The Newton method and a sub-optimum version of it are applied to the CM loss function in Section V. In Section VI, conditions are given for the equalization of a noiseless FIR channel model. Regularization of the maximal-rank Newton method is studied in Section VII. Simulation results are presented in Section VIII, and we conclude the paper in Section IX.

II. SYSTEM MODEL

Zero-mean, non-zero bounded fourth-order moment i.i.d signals, \( a(n) \), are assumed to be noiselessly transmitted through an unknown linear time invariant channel resulting in a received zero-mean output sequence \( x(n) \), which is processed via an \( N \) tap FIR equalizer with weights \( w \). The equalizer output sequence is given by

\[
y(n) = \sum_{k=0}^{N-1} \tilde{w}(k)x(n-k) = w^Hx(n).
\]

Perfect equalization would yield \( y(n) = a(n) - \delta \) for some integer-valued delay \( 0 \leq \delta \leq N - 1 \). Conditions under which perfect equalization of a noiseless fractionally spaced \( N \) -tap FIR channel is possible are given in [4]. Similar to [4] we also consider fractionally spaced FIR channels. When there is no possibility of confusion, the notation is simplified by suppressing the sample index \( n \), so \( y = y(n) \in \mathbb{C} \) and \( x = x(n) \in \mathbb{C}^N \), so that the length-\( N \) FIR equalizer can be written in the simple form

\[
y = w^Hx.
\]

We also define

\[
\mu_2 = \mathbb{E}\left\{ |a(n)|^2 \right\}, \quad \mu_4 = \mathbb{E}\left\{ |a(n)|^4 \right\}, \quad \kappa = \frac{\mu_4}{\mu_2^2}.
\]

Finally, \( |y|^2 = w^H(x x^H)w \). The CM loss function is given by

\[
\ell(w) = \mathbb{E}\left\{ |y|^2 - R_2 \right\}^2,
\]

where \( R_2 \) is the dispersion constant [2],

\[
R_2 = \frac{\mathbb{E}\left\{ |a(n)|^4 \right\}}{\mathbb{E}\left\{ |a(n)|^2 \right\}} = \frac{\mu_4}{\mu_2^2} = \mu_2 \kappa = \rho.
\]

The Constant Modulus loss function can now be written as

\[
\ell(w) = \mathbb{E}\left\{ (w^H x x^H w - \rho)^2 \right\}.
\]

To blindly identify the FIR equalizer filter coefficients \( \tilde{w} \), the tap weights are chosen to minimize \( \ell(w) \),

\[
\tilde{w} = \arg \min_w \mathbb{E}\left\{ (w^H x x^H w - \rho)^2 \right\}.
\]

The CM loss function (4) is smooth and bounded from below as a function of \( w \), so it is amenable to solution by use of the Newton method.

III. THE HESSIAN OF A REAL-VALUED FUNCTION ON \( \mathbb{C}^N \)

In this section we briefly summarize concepts useful for deriving and analyzing the Hessian of a real-valued function on \( \mathbb{C}^N \). All real-valued functions, including the CM loss function, can be viewed as functions of both \( z \) and its complex conjugate \( \bar{z} \). The Cauchy-Riemann condition, required for complex differentiation is not satisfied by the mapping \( z \rightarrow \bar{z} \), thus making all real-valued functions on \( \mathbb{C}^N \) non-holomorphic. Nonconstant nonholomorphic functions can be written in the form \( f(z, \bar{z}) \), where they are holomorphic in \( z = x + jy \) for fixed \( \bar{z} \) and holomorphic in \( \bar{z} = x - jy \) for fixed \( z \) [16]. It can be shown that this fact is true in general for any complex- or real-valued function

\[
f(z) = f(z, \bar{z}) = f(x, y) = u(x, y) + jv(x, y).
\]

This fact underlies the development of the so-called Wirtinger calculus [16]. In [11] a second order complex derivative is developed for the Wirtinger calculus based on the results given in [12] and [13], making use of the fact that there are three vector space coordinate representations for representing complex vectors \( z = x + jy \). The first is the canonical \( n \)-dimensional vector space of complex vectors \( z \in \mathbb{C}^n \). The second is the canonical \( 2n \)-dimensional real vector space of vectors \( r = \text{col}(x, y) \in \mathbb{R}^{2n} \), which arises from the natural correspondence \( \mathbb{C}^n \cong \mathbb{R}^{2n} \). The third is a \( 2n \)-dimensional real vector space of \( c \in \mathbb{C} \)

\[
c = \left( \frac{z}{\bar{z}} \right), \quad c \in \mathbb{C} \subset \mathbb{C}^{2n} \cong \mathbb{R}^{2n}.
\]

In the third representation there are actually two alternative interpretations of \( c \in \mathbb{C} \subset \mathbb{C}^{2n} \) (as belonging to a complex manifold \( \mathbb{C}^{2n} \)); the \( c \)-real case for when we consider the vector \( c \in \mathbb{C} \cong \mathbb{R}^{2n} \) (as belonging to a real vector space isomorphic to \( \mathbb{R}^{2n} \)) as just mentioned, and the \( c \)-complex case when we consider a vector \( c \in \mathbb{C} \subset \mathbb{C}^{2n} \). A key insight from [11] is that the nonanalyticity due to the presence of \( z \), in a real-valued function, is not a nonanalyticity when viewed from the \( c \)-real perspective. The Hessian of a real-valued function on \( \mathbb{C}^n \) is given by [11]

\[
\mathcal{H}_c = \frac{\partial}{\partial c} \left( \frac{\partial f}{\partial c} \right)^H = \left( \mathcal{H}_{zz} \mathcal{H}_{zb} \mathcal{H}_{zb}^H \mathcal{H}_{zz}^H \right),
\]

where

\[
\mathcal{H}_{zz} \triangleq \frac{\partial}{\partial z} \left( \frac{\partial f}{\partial z} \right)^H, \quad \mathcal{H}_{zb} \triangleq \frac{\partial}{\partial z} \left( \frac{\partial f}{\partial \bar{z}} \right)^H, \quad \mathcal{H}_{zb}^H \triangleq \frac{\partial}{\partial \bar{z}} \left( \frac{\partial f}{\partial z} \right)^H, \quad \mathcal{H}_{zz}^H \triangleq \frac{\partial}{\partial \bar{z}} \left( \frac{\partial f}{\partial \bar{z}} \right)^H.
\]

In what follows \( \mathcal{H}_c \) of (6) is called the full Hessian and \( \mathcal{H}_{zz}, \mathcal{H}_{zb}, \mathcal{H}_{zb}, \mathcal{H}_{zz}^H \) are partial Hessians. The partial Hessian \( \mathcal{H}_{zz} \) is called the leading partial Hessian. The matrices \( \mathcal{H}_{zz}(z) \) and \( \mathcal{H}_{zz}(z) \) are together called the block diagonal partial Hessians. In [11] it is pointed out that suboptimal version of the Newton algorithm can be developed using \( \mathcal{H}_{zz} \) rather than \( \mathcal{H}_c \). We call this the pseudo-Newton method. In the next section we discuss the Gradients and Hessians of CM loss function.
A. Gradients and Hessians of CM Loss Function

For convenience we define the $N \times N$ complex matrices $A(w)$, $B$ and $C(w)$ as

$$ A(w) \triangleq E \{ (w^H xx^H w) xx^H \} = E \{ |y|^2 xx^H \} \in \mathbb{C}^{N \times N} , $$

$$ B \triangleq E \{ xx^H \} \in \mathbb{C}^{N \times N} , $$

$$ C(w) \triangleq E \{ (x^H w)^2 xx^H \} = E \{ |y|^2 xx^H \} \in \mathbb{C}^{N \times N} . $$

Note that $B$ and $A(w)$ are necessarily both positive semidefinite, $B \succeq 0$ and $A(w) \succeq 0$. As shown later, in the noiseless channel case, in order to implement the unmodified pseudo-Newton algorithm, it is necessary to make the stronger assumption that $B$ is positive definite, $B = E \{ xx^H \} > 0$, which will generally ensure that $A(w)$ is positive definite (assuming that $w \not= 0$). Under the assumption that $x$, has zero mean, the positive definiteness assumption on $B$ is equivalent to the assumption that $x$ is a full rank random vector. As $x$ is a vector of outputs from an LTI channel with a full rank input sequence $a$, the full rank assumption on $x$ is equivalent to yet-to-be-specified conditions being placed on the channel model. We call the condition that $B > 0$, the full rank channel condition. For now, we will assume that $B > 0$. Unfortunately, as discussed later, this assumption alone will not guarantee perfect equalization of a noiseless FIR channel model given in [4]. Following the methodology described in [11], the $N$-dimensional cogradients and gradients of $f(w)$ are readily computed:\(^1\)

$$ \frac{\partial f(w)}{\partial w} = 2E \{ (w^H xx^H w - \rho) w^H xx^H \} , $$

$$ \nabla_w f(w) \equiv \left( \frac{\partial f(w)}{\partial w} \right)^H = 2E \{ (w^H xx^H w - \rho) xx^H w \} , $$

$$ = 2(A(w) - \rho B) w , $$

$$ \frac{\partial f(w)}{\partial w} = 2E \{ (|y|^2 - \rho) y x^H \} , $$

$$ \nabla_x f(w) \equiv \left( \frac{\partial f(w)}{\partial w} \right)^H = 2(\bar{A}(w) - \rho \bar{B}) \bar{w} , $$

$$ \frac{\partial f(c)}{\partial c} = 2 \left( \frac{\partial f(w)}{\partial w} , \frac{\partial f(w)}{\partial c} \right) , $$

$$ \nabla_c f(c) \equiv \left( \frac{\partial f(c)}{\partial w} \right)^H = 2 \left( \frac{\partial f(w)}{\partial w} \right) . $$

From the gradients, we can then compute the full Hessian\(^2\)

$$ H_{cc}(c) = H_{cc}(w) = \left( \begin{array}{cc} H_{ww}(w) & H_{w\bar{w}}(w) \\ H_{\bar{w}w}(w) & H_{\bar{w}\bar{w}}(w) \end{array} \right) \in \mathbb{C}^{2N \times 2N} . $$

It is easy to validate that the full Hessian $H_{cc}(w)$ satisfies the factorization

$$ \begin{pmatrix} I & 0 \\ -H_{w\bar{w}} & I \end{pmatrix} H_{cc}(w) \begin{pmatrix} I & 0 \\ 0 & -H_{w\bar{w}} \end{pmatrix} = \begin{pmatrix} H_{ww} & 0 \\ 0 & H_{\bar{w}\bar{w}} \end{pmatrix} \begin{pmatrix} I & 0 \\ -H_{w\bar{w}} & I \end{pmatrix} . $$

Note that $\frac{\partial f(w)}{\partial c} = \frac{\partial f(w)}{\partial w}$ and $\left( \frac{\partial f(w)}{\partial w} \right)^H = \left( \frac{\partial f(w)}{\partial w} \right)^H$.

Note that $H_{ww} = H_{ww}$ and $H_{\bar{w}\bar{w}} = H_{\bar{w}\bar{w}}$.

where

$$ H_{ww}(w) = H_{ww}(w) - H_{w\bar{w}}(w)H_{\bar{w}\bar{w}}^{-1}(w)H_{w\bar{w}}(w) \in \mathbb{C}^{N \times N} , $$

is the Schur complement of $H_{ww}(w) \in \mathbb{C}^{N \times N}$, showing that

$$ \text{rank} (H_{cc}(w)) = \text{rank} (H_{ww}(w)) + \text{rank} (H_{\bar{w}\bar{w}}(w)) . $$

The relationship (19) clearly shows that the full Hessian $H_{cc}(w)$ is positive definite if and only if the leading partial Hessian $H_{ww}(w)$ and its Schur complement $H_{ww}(w)$ are both positive definite. Below, we will show that the full Hessian $H_{cc}(w)$ must be singular (at best only positive semidefinite), so that if the leading partial Hessian $H_{ww}(w)$ is positive definite (as required, e.g., for the algorithm proposed in [7]) it must be the case that its Schur complement $H_{ww}(w)$ is singular. The $N \times N$ partial Hessians of $f(w)$ are:

$$ H_{ww}(w) = \frac{\partial}{\partial w} \left( \frac{\partial f(w)}{\partial w} \right)^H = 2(2A(w) - \rho B) , $$

$$ H_{w\bar{w}}(w) = 2(2\bar{A}(w) - \rho \bar{B}) , $$

$$ H_{\bar{w}w}(w) = \frac{\partial}{\partial w} \left( \frac{\partial f(w)}{\partial w} \right)^H = 2\bar{C}(w) , $$

$$ H_{\bar{w}\bar{w}}(w) = 2\bar{C}(w) . $$

Having computed the partial Hessians, the full Hessian is

$$ H_{cc}(w) = 2 \left( \frac{2A(w) - \rho B}{C(w)} - \frac{C(w)}{2A(w) - \rho B} \bar{C}(w) \right) . $$

Note that positive definiteness of the leading partial Hessian, $H_{ww}(w) = 2(2A(w) - \rho B) > 0$, is a necessary, but not sufficient, condition for the full Hessian $H_{cc}(w)$ to be positive definite. In reference [14], the Hessian for the general CM loss function of order $p$ for the complex case is computed, but only after first transforming the complex CM loss function of order $p$ into an equivalent real loss function, and the resulting Hessian is much more complicated in form than (24). We now take a closer look at the stationary points of the CM loss function and their relation to the equalization.

IV. STATIONARY POINTS OF CM LOSS FUNCTION

From Equation (11) we see that the condition for $w$ to be a stationary point of the CM loss function (4) is

$$ (A(w) - \rho B) w = 0 , $$

where $\rho$ is defined in equation (3). Because the matrix $A(w) - \rho B$ is Hermitian, the stationarity condition is equivalent (not just sufficient) to

$$ w^H(A(w) - \rho B) w = 0 . $$

Assuming the existence of a stationary point, $w_s \neq 0$ and $B = E \{ xx^H \}$ to be full rank, so that $w_s^H B w_s \neq 0$ we can rewrite as (26) as

$$ w_s^H A(w) w_s = \rho . $$

\[^1\)Note that $\frac{\partial f(w)}{\partial w} = \frac{\partial f(w)}{\partial w}$ and $\left( \frac{\partial f(w)}{\partial w} \right)^H = \left( \frac{\partial f(w)}{\partial w} \right)^H$.

\[^2\)Note that $H_{ww} = H_{ww}$ and $H_{\bar{w}\bar{w}} = H_{\bar{w}\bar{w}}$.\]
Then using equations (3), (7) and (8) with \( y_s = w_s^H x \) we can write the stationary condition (28) as
\[
E \left\{ a(n) \right\}^2 = \rho = \frac{E \left\{ y_s(n) \right\}^4}{E \left\{ y_s(n) \right\}^2},
\]
showing that a stationary point produces an output that matches the ratio of the 4th and 2nd order moments. Any solution \( w_s \) satisfying (28) is a stationary point. Note that from equations (7) and (8) that any perfect equalizing solution is a stationary point, but other solutions to (26) may exist.

The trivial solution \( w = 0 \) is also a stationary point of the CM loss function \( \ell(w) \). However under the assumption that the covariance matrix \( B \) is full rank. The trivial solution is a unique local maximizer of \( \ell(w) \),
\[
w = 0 \in \mathcal{W}' \text{ and } H_{cc}^c(0) = -2\rho \begin{bmatrix} E \{xx^H\} & 0 \\ 0 & E \{xx^H\} \end{bmatrix} < 0.
\]
This shows that the CM loss function given in Equation (4) is not globally convex (for full rank \( B \)) as the condition of global positive semidefiniteness of the Hessian of a smooth globally convex function is violated. Indeed, it is known that the shape of the CM loss function can be quite complex, having multiple local minima which may, or may not, be globally optimal [4]. Because it is a local maximizer of the CM loss function, we can ignore the trivial stationary point \( \tilde{w} = 0 \) and work instead with the set of nontrivial stationary points,
\[
\mathcal{W} \triangleq \mathcal{W}' \setminus \{0\}.
\]

Because the CM loss function (4) is smooth and bounded from below, all stable generalized gradient descent methods must converge to a point in the set \( \mathcal{W} \) as this set contains all points for which the gradient of \( \ell(w) \) is equal to zero. Under the assumption that the output signal covariance matrix \( B \) is nonsingular, every nontrivial stationary point satisfies the condition (28). However, this latter fact is not true if \( B \) is rank deficient: it will shown below that \( w = 0 \) is an equivalence class, which would require that \( w' = w \) if and only if \( \ell(w') = \ell(w) \). Below, we will show that \( w = 0 \) is an equivalence class for a fractionally spaced noiseless FIR channel model if and only if \( B = E \{xx^H\} > 0 \).

As a direct consequence of the lack of uniqueness of the solutions to the minimization problem, the full Hessian \( H_{cc}^c(\tilde{w}) \) cannot be positive definite at a minimizing solution \( \tilde{w} \) lest we have a contradiction. This explains the phenomenon noted in the simulations of reference [7] that the Schur complement is singular, and hence noninvertible, so that consequently the full Newton algorithm is not implementable.

One can directly show singularity of the full Hessian \( H_{cc}^c(\tilde{w}) \) for every nonzero stationary point \( \tilde{w} \in \mathcal{W} \). To do so, select any stationary value \( \tilde{w} \in \mathcal{W} \) and then form the vector \( c \in \mathcal{C} \) as
\[
c = \begin{bmatrix} \tilde{w}e^{j\pi} \\ \tilde{w}e^{-j\pi} \end{bmatrix} = e^{j\pi} \begin{bmatrix} \tilde{w}e^{j\pi} \\ \tilde{w}e^{-j\pi} \end{bmatrix} = e^{j\pi} \begin{bmatrix} \tilde{w} \\ -\tilde{w} \end{bmatrix}.
\]

Now from (24) and (27), in a series of steps (32)-(33) (shown at the top of next page), the full Hessian can be shown to be singular with the nonzero vector \( c \) being an element in the nullspace of the Hessian.

V. THE NEWTON AND PSEUDO-NEWTON ALGORITHMS

The results of the previous section shows that it is not possible to uniquely compute the Newton algorithm update increment from the Newton algorithm stationarity condition
\[
H_{cc}^c(e) \Delta c = -\nabla e \ell(e),
\]
as the full Hessian \( H_{cc}^c(w) \) is singular near the desired stationary points of \( \ell(e) \). To circumvent the singularity issue associated with the need to invert the full Hessian \( H_{cc}^c(w) \) in the Newton algorithm, reference [7] proposed Newton-like algorithm which is equivalent to the pseudo-Newton algorithm discussed in [11]. The pseudo-Newton algorithm yields an estimation update \( \Delta w \) determined from
\[
\Delta w = -H_{ww}^{−1}(w) \nabla_w \ell(w) = -H_{ww}^{−1}(w) \left( \frac{\partial \ell(w)}{\partial w} \right)^H
\]
assuming that the leading partial Hessian \( H_{ww}(w) \) is invertible. We can write the pseudo-Newton algorithm (36) as
\[
(2A(w) - \rho B) \Delta w = -A(w) - \rho B \Delta w.
\]

The above equation can also be implemented in a computationally less intensive way by writing (36) as \( H_{ww}(w) \Delta w = -\nabla_w \ell(w) \), and then solving it for \( \Delta w \).
As noted above the full Hessian $H_{cc}^c(w)$ is at best positive semidefinite, even with the assumption that the leading partial Hessian is full rank, the resulting minimizing solution $\hat{w}$ found from (36) is not guaranteed to be unique. Thus without further analysis to indicate otherwise, one should assume that the answer produced by the algorithm is realization dependent.

A. General Hessian Positive Conditions

We now develop sufficient conditions for the full Hessian $H_{cc}^c(w)$ of the CM loss function to be positive semidefinite at an arbitrary point $w$. This will be a sufficient condition for both the leading partial Hessian $H_{ww}(w)$ and its Schur complement $H_{ww}(w)$ to be positive semidefinite. Let $c = (w^T, x^T, y^T, v^T)$, $y = w^H x$, $\eta = (\bar{w} + y)\bar{\eta}$, for arbitrarily chosen vectors $w$ and $v$. Note that $(\bar{y} + y + \bar{\eta})^2 = (2\Re \{y\eta + y\bar{\eta}\})^2 \geq 0$ and $w = \bar{w}$ and $v = \bar{w}e^{j\pi}$ for $\bar{w} \in W \Rightarrow (y\eta + y\bar{\eta})^2 = 0$. We have

$$
\frac{1}{2} x^H \xi H_{cc}^c(w) \xi = v^H E \left\{ \begin{array}{c} 2y^2 \rho v^2 \end{array} \right\} v + v^H E \left\{ \begin{array}{c} y^2 x^H \end{array} \right\} v + c.c.,
$$

$$
= E \left\{ \begin{array}{c} 2y^2 \rho \end{array} \right\} |\eta|^2 + E \left\{ \begin{array}{c} y^2 \eta^2 \end{array} \right\} + E \left\{ \begin{array}{c} y^2 \eta^2 \end{array} \right\} + E \left\{ \begin{array}{c} 2|x|^2 - \rho |\eta|^2 \end{array} \right\} ,
$$

$$
= E \left\{ \begin{array}{c} 2y^2 |\eta|^2 \end{array} \right\} + (y\eta + y\bar{\eta})^2 - 2\rho |\eta|^2 .
$$

As a check for correctness of the above expression, if we set $w = \hat{w}$ and $v = \bar{w}e^{j\pi}$ for $\hat{w} \in W$ we obtain $\frac{1}{2} x^H \xi H_{cc}^c(w) \xi = 0$, reproducing our earlier result shown in (31) et seq. For a particular choice of $w$ (equivalently, for a choice of $y$), the full Hessian is positive definite if and only if the quadratic form $\frac{1}{2} x^H \xi H_{cc}^c(w) \xi$ is nonnegative for all $v$ (equivalently, for all $\eta$). Noting that

$$
\frac{1}{2} x^H \xi H_{cc}^c(w) \xi \geq 2 E \left\{ \begin{array}{c} |y\eta|^2 \end{array} - \rho |\eta|^2 \right\} ,
$$

an obvious sufficient condition for this to be true is

$$
E \left\{ \begin{array}{c} |y\eta|^2 - \rho |\eta|^2 \end{array} \right\} = E \left\{ \begin{array}{c} |y|^2 - \rho |\eta|^2 \end{array} \right\} \geq 0
$$

(38)

for all $\eta$ given a particular choice of $y$, which is equivalent to the condition

$$
\rho \leq \frac{E \left\{ \begin{array}{c} |y|^2 \eta^2 \end{array} \right\}}{E \left\{ \begin{array}{c} |y|^2 \end{array} \right\} } .
$$

(39)

Expanding (38), we obtain the condition $v^H (A(w) - \rho B) v \geq 0$ for all $v$, which is just the condition that $A(w) - \rho B$ be positive semidefinite,

$$
A(w) - \rho B \geq 0 .
$$

(40)

Assuming that $B$ is full rank, the condition (40) is a sufficient condition for the leading partial Hessian $H_{ww}(w)$ to be positive definite. As then

$$
\frac{1}{2} H_{ww}(w) = 2A(w) - \rho B = 2(A(w) - \rho B) + \rho B \geq \rho B \geq 0 .
$$

Note that it cannot be the case that the block diagonal Hessians shown in (24) are nonsingular while at the same time the block off-diagonal matrices vanish as this would contradict the fact that the full Hessian is intrinsically nonsingular.

VI. Noiseless FIR Channel Model

Without further assumptions it is difficult to make additional statements about definiteness conditions for the full and partial Hessians. Therefore, following [4], we will now make the assumption of a noiseless fractionally sampled FIR channel and show that under this assumption we can transform the Hessians into equivalent forms which facilitate further analysis. This will enable us to gain further insight into the structure of the full Hessian $H_{cc}^c(w)$ as well as the leading partial Hessian $H_{ww}(w)$. We will determine a necessary and sufficient condition for the full Hessian to be positive-semidefinite at a globally optimal (generally non-unique) solution $\hat{w}$ of the CMA loss function assuming that the channel can be modeled as a noiseless fractionally spaced FIR filter of length $L = rM$, where $r \geq 1$ is an integer which denotes the number of samples per symbol-interval. The optimal solution allows perfect equalization

$$
y = y(n) = \bar{w}^H x = \bar{w}^H x(n) = a(n - \delta), \quad \bar{w}, x(n) \in \mathbb{C}^N ,
$$

(41)

for some integer delay $\delta = 0, 1, \ldots, N - 1$. This condition will also ensure that the leading partial Hessian $H_{ww}(w)$ is positive definite, allowing for the implementation of the unmodified pseudo-Newton algorithm. The noiseless $L$-tap fractionally spaced FIR channel model is given by [4]

$$
x(n) = \bar{x}^{(1)}(n), \ldots, \bar{x}^{(r)}(n), \bar{x}^{(1)}(n - 1), \ldots, \bar{x}^{(r)}(n - 1), \ldots , \bar{x}^{(1)}(n - q + 1), \ldots, \bar{x}^{(r)}(n - q + 1))^T ,
$$

$\triangleq (x(n), x(n - 1), \ldots, x(n - N + 1))^T \in \mathbb{C}^N , N = rq ,

$$
and

$$
x^{(i)}(n) = \sum_{j=0}^{M-1} \bar{e}^{(i)(j)}(n - j) a(n - j) \quad i = 1, \ldots, r .
$$

(42)

As discussed in [4], this is the $r$-multichannel model of a noiseless fractionally spaced channel with impulse response of length $L = rM$. Following [4], we recast (42) in vector-matrix form as

$$
x(n) = C^H a(n) \in \mathbb{C}^N ,
$$

(43)

$$
a(n) \triangleq (a(n) \quad a(n - 1) \quad \ldots \quad a(n - P + 1))^T \in \mathbb{C}^P
$$
and \( C \in \mathbb{C}^{P \times N} \), where \( P = M + q - 1 \) is the number of transmitted data samples processed by the FIR equalizer. Similar to our earlier notation, we will suppress the sample index \( n \) and write the channel model as

\[
x = C^H a
\]

when there is no possibility of confusion. We call the \( P \times N = (M + q - 1) \times rq \) complex matrix \( C \) the channel matrix. Reference [4] describes the channel matrix and gives the explicit structural form of \( C \) for symbol rate sampling and for \( 2 \times \) fractionally spaced sampling. Note from Equation (44) that perfect recovery of the transmitted data vector \( a \) from the received data \( x \) is only possible if \( C^H \) is one-to-one, or, equivalently if \( C \) is onto. This condition implies that the \( P \times N \) matrix \( C \) has full row rank, \( \text{rank}(C) = P \). Another way to see the importance of this rank condition is to consider the conditions required for perfect channel equalization. Given the channel (44), in order for the condition (41) to be true for any \( a \) we must be able to solve the system

\[
e_\delta = C\hat{w}
\]

where \( e \) is the canonical vector having zeros in all positions, except for the value 1 in position \( \delta \). Johnson et al. [4] argue that (45) should be solvable for every delay \( \delta = 0, 1, \ldots, N - 1 \), again yielding the requirement that \( C \) be onto. We will call the condition of perfect channel equalization for all delays, the all-delay perfect equalization property.

Note that a necessary condition for the \( P \times N \) matrix \( C \) to have full row rank is that \( N \geq P \), and thus All-delay perfect equalization implies

\[
\text{rank}(C) = P \Rightarrow N = rq \geq P = M + q - 1.
\]

If this condition is violated, \( C \) is not onto and the generic delay property does not hold. In [4] it is pointed out that this condition means that no symbol-rate sampled \( (r = 1) \) FIR equalizer can yield the all-delay perfect equalization property. Reference [4] also points out that in addition to the condition (46), the \( r \) polynomials specified by the channel coefficients in (42) can share no roots in common if \( C \) is to have full row rank. As we shall now see, for the noiseless channel which we have been considering here, the full row rank condition for all-delay perfect reconstruction is in conflict with the condition that the leading partial Hessian be positive definite. The noiseless fractionally spaced FIR channel model (43) yields

\[
B = \mu_2 C^H C
\]

\[
C(w) = C^H E \left\{ y^2 a\tilde{a}^H \right\} C
\]

\[
A(w) = C^H E \left\{ |y|^2 aa^H \right\} C
\]

\[
\frac{1}{2} \nabla_\ell(w) = C^H E \left\{ \left[ |y|^2 - \rho I \right] aa^H \right\} C w
\]

\[
\frac{1}{2} \mathcal{H}_{ww}(w) = C^H E \left\{ 2 |y|^2 - \rho I \right\} a a^H \right\} C
\]

and the full Hessian can be written as (52) and (53) (shown at the top of next page). Note that the channel output signal covariance matrix \( B = E \{ xx^H \} \) has full rank if and only if the \( P \times N \) channel matrix \( C \) has full column rank, \( \text{rank}(C) = N \). This can be viewed as a consequence of the more general fact that

\[
\text{rank}(B) = \text{rank}(C).
\]

Furthermore, a necessary condition for the leading partial Hessian \( \mathcal{H}_{ww}(w) \) to be full rank is that the channel matrix \( C \) again have full column rank. Thus we have shown that for a noiseless fractionally spaced FIR channel, a necessary condition that the leading partial Hessian \( \mathcal{H}_{ww}(w) \) be full rank is that the output signal covariance matrix \( B \) be full rank (i.e., that we satisfy the full rank channel condition) which, in turn, is true if and only if channel matrix has full column rank, \( \text{rank}(C) = N \). Note the important fact that even though we do not know the channel matrix \( C \), we can determine if it fails to have full column rank by determining if the output signal covariance matrix \( B \) fails to be full rank from the important condition (54). A necessary condition for \( C \) to have full column rank is that \( N \leq P \). Thus we have shown that

\[
\text{Full rank } \mathcal{H}_{ww}(w) \Rightarrow \text{rank}(B) = N
\]

\[
\Rightarrow \text{rank}(C) = N
\]

\[
N = rq \leq P = M + q - 1.
\]

Again note that no perfectly equalizing solution exists for \( r = 1 \) (symbol spaced sampling) as pointed out above and in [4]. The all-delay perfect equalization requirement (46) that \( C \) be onto is in conflict with the requirement (55) that \( C \) have full column rank. For both conditions (46) and (55) to hold simultaneously it must be the case that the channel matrix \( C \) is square, \( N = rq = P = M + q - 1 \), giving the necessary condition that all-delay perfect equalization and full rank leading partial Hessian implies

\[
q = \frac{M - 1}{r - 1}.
\]

Let us now assume that the full row-rank channel matrix condition for perfect equalization is satisfied and that the channel matrix has full column rank and ask whether the perfect equalizer, \( \hat{w}_* \) is a stationary point of the CM loss function, \( \hat{w}_* \in \mathcal{W} \), and, if so, determine whether or not when evaluated at the perfect solution, the leading partial Hessian \( \mathcal{H}_{ww}(\hat{w}_*) \) has full rank and if the full Hessian \( \mathcal{H}_{ww}(\hat{w}_*) \) is positive semidefinite. For simplicity, and with no loss of generality, we usually assume zero delay, \( \delta = 0 \), so that the perfect equalization condition is taken as the zero-delay condition

\[
e_0 = C\hat{w}_*.
\]

We then have

\[
y = y(n) = \hat{w}_*^H x = \hat{w}_*^H C^H a = e_0^H a = a(n),
\]

as required for perfect equalization. From Equation (50), we
\[
\frac{1}{2} \mathcal{H}_{\text{ee}}(w) = \frac{1}{2} \left( \mathcal{H}_{\text{ww}}(w) \right) \mathcal{H}_{\text{ww}}(w) = \left( \begin{array}{cc}
C & 0 \\
0 & \mathcal{C}
\end{array} \right) H \left( \begin{array}{c}
E \left\{ \left( 2 |y|^2 - \rho I \right) a a^H \right\} \\
E \left\{ y^2 a a^H \right\}
\end{array} \right) \left( \begin{array}{c}
C \\
0
\end{array} \right).
\]

\[
\left( \begin{array}{cc}
\mu_2(1 - \kappa) & \mu_2^2 - \rho \mu_2 \\
\mu_2^2 - \rho \mu_2 & \mu_2(1 - \kappa)
\end{array} \right)
\]

\[
\begin{array}{c}
1 \\
0
\end{array}
= \begin{array}{c}
0 \\
\mu_2^2 - \rho \mu_2
\end{array}
\]

\[
\frac{1}{2} \nabla_w \ell(\hat{w}_s) = C^H \mathcal{H} \left\{ \left( a(n) \right)^2 - \rho I \right\} a a^H \left( \begin{array}{c}
E \left\{ y^2 a a^H \right\}
\end{array} \right)
\]

\[
\frac{1}{2} \mathcal{H}_{\text{ww}}(\hat{w}_s) = C^H \mathcal{H} \left\{ \left( a(n) \right)^2 - \rho I \right\} a a^H \left( \begin{array}{c}
E \left\{ y^2 a a^H \right\}
\end{array} \right)
\]

where

\[
\Pi_{\text{ee}}(\hat{w}_s) \triangleq \left( \begin{array}{cc}
\Pi_{\text{aa}}(\hat{w}_s) & \Pi_{\text{ad}}(\hat{w}_s) \\
\Pi_{\text{da}}(\hat{w}_s) & \Pi_{\text{dd}}(\hat{w}_s)
\end{array} \right)
\]

\[
\left( \begin{array}{c}
E \left\{ y^2 a a^H \right\}
\end{array} \right)
\]

\[
\left( \begin{array}{c}
E \left\{ \left( 2 |y|^2 - \rho I \right) a a^H \right\}
\end{array} \right)
\]

\[
\left( \begin{array}{c}
E \left\{ \left( 2 |y|^2 - \rho I \right) a a^H \right\}
\end{array} \right)
\]

\[
\left( \begin{array}{c}
E \left\{ y^2 a a^H \right\}
\end{array} \right)
\]

\[
\frac{1}{2} \mathcal{H}_{\text{ee}}(\hat{w}_s) = C^H \mathcal{H} \left\{ \left( a(n) \right)^2 - \rho I \right\} a a^H \left( \begin{array}{c}
E \left\{ y^2 a a^H \right\}
\end{array} \right)
\]

\[
\left( \begin{array}{c}
E \left\{ \left( 2 |y|^2 - \rho I \right) a a^H \right\}
\end{array} \right)
\]

The Schur complement, \( \Pi_{\text{aa}} \), of \( \Pi_{\text{ee}} \) is given by

\[
\Pi_{\text{aa}} = \Pi_{\text{aa}} - \Pi_{\text{ad}} \Pi_{\text{dd}}^{-1} \Pi_{\text{da}}.
\]

Now

\[
\frac{1}{2} \mathcal{H}_{\text{ww}}(\hat{w}_s) = C^H \mathcal{H} \left\{ \left( a(n) \right)^2 - \rho I \right\} a a^H \left( \begin{array}{c}
E \left\{ y^2 a a^H \right\}
\end{array} \right)
\]

so it is evident that \( \Pi_{\text{aa}} \) has already been computed in Equation (57). We have

\[
\Pi_{\text{aa}}(\hat{w}_s) = \Pi_{\text{aa}}(\hat{w}_s) \text{Diag} \left( \mu_4, T_D, \cdots, T_D \right).
\]

It is also straightforward to determine that \( \Pi_{\text{dd}}(\hat{w}_s) \) is the diagonal matrix

\[
\Pi_{\text{dd}}(\hat{w}_s) = \text{Diag} \left( \mu_4, \nu_2, \cdots, \nu_2 \right),
\]

where

\[
\nu_2 = \mathbb{E} \left\{ a(n)^2 \right\}.
\]

This gives the diagonal matrix

\[
\Pi_{\text{aa}}(\hat{w}_s) \Pi_{\text{dd}}^{-1}(\hat{w}_s) \Pi_{\text{aa}}(\hat{w}_s) = \text{Diag} \left( \mu_4, K_D, \cdots, K_D \right),
\]

where

\[
K_D = \frac{\nu_2^A}{\mu_2^2(2 - \kappa)},
\]

showing that the Schur complement \( \Pi_{\text{aa}}(\hat{w}_s) \) is given by the real diagonal matrix,

\[
\Pi_{\text{aa}}(\hat{w}_s) = \text{Diag} \left( 0, C_d, \cdots, C_d \right),
\]

where

\[
C_d = \mu_2^2(2 - \kappa) - \frac{\nu_2^A}{\mu_2^2(2 - \kappa)}.
\]

Note that

\[
\nu_2^A < \mu_2^4(2 - \kappa)^2
\]

then \( \text{rank} \left( \Pi_{\text{aa}}(\hat{w}_s) \right) = N - 1 \). Using the earlier derived condition that we must have \( \kappa < 2 \) and noting that \( \kappa > 0 \), we can rewrite our new condition as

\[
\kappa < 2 - \frac{\nu_2^2}{\mu_2^2},
\]
which is even more stringent than our previously derived condition for the leading partial Hessian $\mathcal{H}_{\text{ww}}(\hat{w}_*)$ to be full rank. Collecting our results, we have shown that for the noiseless FIR channel model, $\mathcal{H}_{\text{ww}}(\hat{w}_*) > 0$ and $\mathcal{H}_{\text{ww}}(\hat{w}_*) \geq 0$ if and only if

$$ \kappa < 2 - \frac{\nu^2}{\mu^2} \Rightarrow \text{rank}(-\mathcal{H}_{\text{ee}}(\hat{w}_*)) = 2N - 1. $$

(62)

Furthermore, from Equation (31) we know that the one-dimensional nullspace of the full Hessian $\mathcal{H}_{\text{ww}}(\hat{w}_*)$ is spanned by the vector

$$ \hat{e}_a = \left( \hat{w}_*, e_{\mu} - \frac{\nu^2}{\mu^2} \right). $$

(63)

It is reasonable to assume that the $2N - 1$ rank property of the full Hessian $\mathcal{H}_{\text{ww}}(w)$ at the perfectly equalizing solution $\hat{w}_*$ shown in (62) implies, given the smooth nature of the problem, that the full Hessian has rank $2N - 1$ and the leading partial Hessian $\mathcal{H}_{\text{ww}}(w)$ has full rank $N$ throughout an entire open neighborhood of the perfectly equalizing solution $\hat{w}_*$, thereby implying that $\hat{w}_*$ is locally optimal over a convex neighborhood. This heuristic argument can be made rigorous via a perturbation analysis about the point $\hat{w}_*$. This result is important because, as noted in [14], it implies that, at least locally, stabilized generalized gradient descent algorithms, including the pseudo-Newton algorithm, will converge to a solution $\hat{w}$ which is equivalent to $\hat{w}_*$, $\hat{w} \in [\hat{w}_*]$. However, the solution is not unique, but is one of the equivalent solutions in the set $[\hat{w}_*]$, which under the full column rank assumption on the channel matrix can be shown to be an equivalence class.

This lack of uniqueness means that without further restrictions on the pseudo-Newton algorithm, we cannot guarantee that we learn $\hat{w}_*$ itself. As we have seen, the stationary solutions of the CM loss function are equivalent modulo a multiplication by a unimodular scalar. Thus, for $\alpha = e^{j\phi} \in \mathbb{C}$, $|\alpha| = 1$, we have that $\alpha \hat{w}_*$ is also a solution, $\alpha \hat{w}_* \in [\hat{w}_*]$. The pseudo-Newton algorithm does not resolve this ambiguity, but can only at best ensure that we converge to some value in $[\hat{w}_*]$ as positive-definiteness of the leading principle Hessian $\mathcal{H}_{\text{ww}}(\hat{w}_*)$ is sufficient to guarantee that the pseudo-Newton algorithm can converge to some element in the set $[\hat{w}_*]$. The fact that the full Hessian is intrinsically singular means that we can do no better than this without a modification of the pseudo-Newton algorithm (36). This is, nonetheless, a very positive result and explains the positive performance of the pseudo-Newton algorithm described by [7]. Note that if the algorithm converges to the particular solution in $[\hat{w}_*]$ given by

$$ \alpha \hat{w}_* = e^{j\phi} \hat{w}_* $$

we have

$$ y(n) = (\alpha \hat{w}_*)^H x = e^{-j\phi} \hat{w}_*^H C^H a = e^{-j\phi} e_0^H a = e^{-j\phi} a(n), $$

showing that we can expect to attain perfect equalization modulo a phase-shift of the channel input data.

Under the assumption of a noiseless FIR channel, we have evaluated the full and partial Hessians at the perfectly equalizing solution $\hat{w}_*$. We now evaluate these Hessians at an arbitrary value of $w$ under the FIR channel model and determine whether the Hessians evaluated at a point $w$ are invariant with respect to a multiplication of $w$ by a unimodular scalar. Note that knowledge of $A(w)$ and $B$ is sufficient to construct all the relevant Hessians. It is straightforward to compute the output signal covariance matrix $B$,

$$ B = C^H E \{ a a^H \} C = \mu_2 C^H C, $$

(64)

from which, as noted before, $\text{rank}(B) = \text{rank}(C)$. To compute the matrix

$$ A(w) = C^H E \{ |y|^2 a a^H \} C, \quad y = w^H x = w^H C^H a $$

is rather more work. To do so, we first define the composite channel $f = C w$, so that $y = f^H a$. Note that

$$ |y|^2 = \bar{y} y = y^H y = a^H f f^H a = \sum_{i,j} \bar{a}_i a_j \bar{f}_j \bar{f}_i, $$

so that the $k, \ell$-th component of $|y|^2 a a^H$ is given by

$$ \left( |y|^2 a a^H \right)_{k,\ell} = \sum_{i,j} \bar{a}_i a_j \bar{f}_i \bar{f}_j \bar{a}_k a_\ell. $$

This enables us to compute the $k, \ell$-th component of $E \{ |y|^2 a a^H \}$ for $k \neq \ell$ as

$$ E \left( |y|^2 a a^H \right)_{k,\ell} = \mu_2 \bar{f}_k \bar{f}_\ell + \nu_2 \bar{f}_\ell \bar{f}_k $$

and for $k = \ell$ as

$$ E \left( |y|^2 a a^H \right)_{k,k} = (\mu_4 |f_k|^2 + (|f|^2 - |f_k|^2) \mu_2^2 $$

$$ = (\mu_4 - 2\nu_2^2) |f_k|^2 + \mu_2^2 |f|^2 + \nu_2^2 |f|^2 + \mu_2^2 \|f\|^2 $$

which we can concisely write as

$$ E \left( |y|^2 a a^H \right) = (\mu_4 - 2\nu_2^2 - \nu_2^2) \text{Diag}(|f|^2) + \mu_2^2 \text{Diag}(|f|^2) + \nu_2^2 \text{Diag}(|f|^2) $$

$$ \triangleq (\mu_4 - 2\nu_2^2 - \nu_2^2) \text{Diag}([Cw]^2 + \mu_2^2 \text{Diag}(|Cw|^2)^2 + \nu_2^2 \text{Diag}(|Cw|^2)^2 + \mu_2^2 \|f\|^2 $$

$$ = (\mu_4 - 2\nu_2^2 - \nu_2^2) \text{Diag}([Cw]^2 + \mu_2^2 \text{Diag}(|Cw|^2)^2 + \nu_2^2 \text{Diag}(|Cw|^2)^2 + \mu_2^2 \|f\|^2 $$

(65)

Thus

$$ A(w) = C^H \left( \mu_4 - 2\nu_2^2 - \nu_2^2 \right) \text{Diag}([Cw]^2 + \mu_2^2 \text{Diag}(|Cw|^2)^2 + \nu_2^2 \text{Diag}(|Cw|^2)^2 + \mu_2^2 \|f\|^2 $$

$$ + \nu_2^2 \text{Diag}(|Cw|^2)^2 + \mu_2^2 \|f\|^2 \right) C, $$

(67)

which we can write in terms of the composite channel $f = Cw$ as

$$ A(w) = C^H \left( \mu_4 - 2\nu_2^2 - \nu_2^2 \right) \text{Diag}([Cw]^2 + \mu_2^2 \text{Diag}(|Cw|^2)^2 + \nu_2^2 \text{Diag}(|Cw|^2)^2 + \mu_2^2 \|f\|^2 $$

$$ \triangleq (\mu_4 - 2\nu_2^2 - \nu_2^2) \text{Diag}([Cw]^2 + \mu_2^2 \text{Diag}(|Cw|^2)^2 + \nu_2^2 \text{Diag}(|Cw|^2)^2 + \mu_2^2 \|f\|^2 $$

(68)

Note that $A(w)$ is invariant with respect to the multiplicaion of $w$ by a unimodular scalar. Therefore it can be shown that the learning partial Hessian

$$ \frac{1}{2} \mathcal{H}_{\text{ww}}(w) = 2 A(w) - \rho B. $$

We can write the leading partial Hessian in terms of the equalizer tap vector $w$ as

$$ \frac{1}{2} \mathcal{H}_{\text{ww}}(w) = C^H \Pi a a^H C, $$

(69)
Note that, as expected, the resulting expression for the leading partial Hessian is invariant with respect to multiplication of $\hat{w}$ by a unimodular scalar. The matrix $\Pi_{aa}(\hat{w})$ can be written in terms of the composite channel $f = C\hat{w}$ as

$$
\Pi_{aa}(\hat{w}) = 2 \left( \mu_4 - 2\mu_2^2 - \nu_2^2 \right) \text{Diag} |f|^2 \theta + 2\mu_2^2 \theta f^T \theta + 2\nu_2^2 \theta f^T \theta \nu + \mu_2^2 (2f^T \theta - f^T) I.
$$

Note that the zero-delay perfectly equalizing solution $e_0 = \hat{f}_e = C\hat{w}_e$.

Equations (70) and (71) reduces to (60) as required. Note that a sufficient condition that the leading partial Hessian is guaranteed to have full rank in general, assuming a full-column rank channel matrix $C$, is that

$$
\Pi_{aa}(\hat{w}) = \Pi_{aa}(\hat{w}) = 2 \left( \mu_4 - 2\mu_2^2 - \nu_2^2 \right) \text{Diag} |f|^2 \theta + 2\mu_2^2 \theta f^T \theta + 2\nu_2^2 \theta f^T \theta \nu + \mu_2^2 (2f^T \theta - f^T) I > 0.
$$

Condition (73) is complicated in form and requires knowledge of the channel matrix $C$ to use as a test to determine if the leading partial Hessian is guaranteed to have full rank when evaluated at a particular value of the equalizer tap-weight vector $\hat{w}$. Of course, it is reasonable to expect that positive-definiteness of the leading partial Hessian will depend on the particular form of the channel itself. However, for special situations it may be the case that (other than the full column rank requirement on $C$) the condition becomes independent of the channel matrix. For example, we have seen that this is the case when the equalizer is the zero-delay perfectly equalizing filter given by (75). Indeed, it is straightforward to show that condition (73) is independent of the channel matrix for any perfectly equalizing value of $\hat{w}$,

$$
e_\delta = \hat{f}_\delta = C\hat{w}_\delta, \quad \delta = 0, \ldots, N - 1.
$$

To compute the full Hessian $H_{ee}(\hat{w})$ and the Schur complement of the leading partial Hessian $H_{ww}(\hat{w})$ requires the additional knowledge of

$$
H_{ww}(\hat{w}) = C(\hat{w}) = C^H E \{ \hat{y}^2 a\bar{a}^H \} \bar{C} = C^H \Pi_{aa}(\hat{w}) \bar{C}.
$$

To compute the $k, \ell$-th component of

$$
\Pi_{aa}(\hat{w}) = E \{ \hat{y}^2 a\bar{a}^H \} = E \{ \hat{y}^2 a a^T \},
$$

note that

$$
\hat{y}^2 = \hat{y}^T \hat{y} = \bar{a}^T f^T \bar{a} = \sum_{i,j} a_i a_j f_i f_j
$$

and

$$
(\hat{y}^2 a a^T)_{k,\ell} = \sum_{i,j} a_i a_j f_i f_j a_k a_\ell.
$$

The $k, \ell$-th component of $\Pi_{aa}(\hat{w}) = E \{ \hat{y}^2 a a^T \}$ for $k \neq \ell$ can then be computed to be

$$
\Pi_{aa}(\hat{w})_{k,\ell} = E \{ \hat{y}^2 a a^T \}_{k,\ell} = 2\mu_2^2 f_k f_\ell,
$$

and for $k = \ell$ to be

$$
\Pi_{aa}(\hat{w})_{k,k} = E \{ \hat{y}^2 a a^T \}_{k,k} = (\mu_4 - 2\mu_2^2 - \nu_2^2) f_k^2 + 2\mu_2^2 f_k^2 + \nu_2^2 f_k f_k.
$$

Taken together, this yields

$$
\Pi_{aa}(\hat{w}) = (\mu_4 - 2\mu_2^2 - \nu_2^2) \text{Diag} \{ f_k^2 \} \theta + 2\mu_2^2 \theta f^T \theta + \nu_2^2 \theta f^T \theta
$$

If the channel matrix $C$ of the noiseless FIR channel model does not have full column rank, then it is evident from Equation (50) that gradient descent-based learning will prematurely turn off (or slow down) if $\hat{w}$ is in (or close to) the nullspace of $C$, $\hat{w} \in \mathcal{N}(C)$. Furthermore, it is evident from (51) that the leading partial Hessian is noninvertible, so that the unmodified pseudo-Newton algorithm (36) cannot be implemented. Because $B$ is rank deficient, the set of stationary points $\mathcal{W}^*$ changes in undesirable ways; the trivial solution $\hat{w} = 0$ is not excludable as a isolated local maximum (because the Hessian evaluated at $\hat{w} = 0$ is singular) and there can exist nontrivial solutions which do not satisfy the condition (28) but which results in the indeterminate condition $\rho = 0/0$. Finally, a good solution $\hat{w} \in [\hat{w}_e]$ can escape the class $[\hat{w}_e]$ of perfectly equalizing solutions by moving in a direction $\delta \hat{w}$ in the nullspace of the channel matrix $C$ where this change in the equalizer coefficient vector from the good solution $\hat{w}$ to $\hat{w} + \delta \hat{w}$ does not change the value of the CM loss function (4), yet will result in poorer equalization performance.

VII. REGULARIZING THE MAXIMAL-RANK FULL NEWTON ALGORITHM

In this section we consider the special case of regularizing the full Hessian with a rank of $2N - 1$ (maximum possible rank). This corresponds to the case of a full rank channel, $B = E \{ xx^H \}$ (i.e., the channel matrix $C$ is one-one). We consider minimizing the following regularized loss function

$$
\ell(\hat{w}, \gamma) = \ell(\hat{w}) + 2 \gamma \left( \text{Re} \beta^H \hat{w} \right)^2 + 2 \gamma \left( \text{Re} \beta^H \hat{w} + \hat{w}^H \beta \right)^2,
$$

which we obtain from the CM loss function by the addition of a phase enforcing penalty term. Driving the penalty term in (77) to zero sets an overall phase requirement on the scalar $\beta^H \hat{w}$ via the requirement

$$
\text{Re} \beta^H \hat{w} = \left( \frac{\beta^H \hat{w} + \hat{w}^H \beta}{2} \right) = 0
$$

for a prespecified vector $\beta$ which can be attained by a multiplication of $\hat{w}$ by an appropriate unimodular scalar. For example, if one chooses $\beta = e_0$, then the requirement becomes equivalent to demanding that the first component of
w, w(0), is purely imaginary. Without any a priori reason to impose a pure imaginary or pure real requirement on any particular component of w, a more balanced choice of β would be β = 1 = (1, · · · , 1)T, yielding the phase requirement that

\[ \text{Re} 1^H w = \sum_{k=1}^{N} \text{Re} w(k) = 0. \]

Via a simple unimodular (and hence harmless) rescaling, this requirement can be imposed on each member of the sequence of estimates, \( \hat{w}_k \), provided by the pseudo-Newton algorithm, on occasional members of the sequence of estimates, or only on the final converged, estimation provided by the pseudo-Newton algorithm. Note that the penalty term removes the ambiguity associated with the phase and subsequently has the benefit of removing Hessian singularity.

For positive, nonzero values of γ in (77), this modification will ensure a nonsingular full Hessian, enabling the full Newton algorithm to be implemented, typically with less cost than computing the pseudoinverse. Note that the penalty term is nonnegative \( (\text{Re} \beta H w)^2 \geq 0 \) and has a minimum value of zero. Let

\[ \beta^H w = |\beta^H w| e^{i\theta} = |\beta^H w| (\cos(\theta) + j \sin(\theta)). \]

Then for \( \theta \neq n \frac{\pi}{2}, n = \pm 1, \pm 2, \cdots \), we have \( (\text{Re} \beta^H w)^2 \neq 0 \). Note that multiplication of w by the unimodular scalar \( \alpha = e^{i\frac{\pi}{2}-\theta} \) results in a vector \( w' = \alpha w \), for which the penalty function attains its minimum value of zero,

\[ \left( \text{Re} \beta^H w' \right)^2 = \left( \text{Re} \alpha \beta^H w \right)^2 = \left( \text{Re} e^{i\frac{\pi}{2}-\theta} |\beta^H w| e^{i\theta} \right)^2 = \left( \text{Re} \alpha \beta^H w \right)^2 \left( \text{Re} j |\beta^H w| \right)^2 = 0. \]

This shows that if \( \hat{w} \) is a local minimizer of the un-regularized CM loss function

\[ \ell(w) = \ell^0(w, 0) \]

then there exists a unimodular scalar \( \alpha \), such that \( \hat{w}' = \alpha \hat{w} \in [\hat{w}] \) is also a local minimizer of the CM loss function, but one for which the regularizing term vanishes, \( (\text{Re} \beta^H \hat{w}')^2 = 0 \).

Furthermore, for all \( w \) in a sufficiently small neighborhood of \( \hat{w}' \)

\[ \ell'(w, \gamma) = \ell(w) + 2\gamma (\text{Re} \beta^H w)^2 \geq \ell(\hat{w}') + 2\gamma (\text{Re} \beta^H w)^2 \geq \ell(\hat{w}') = \ell'(\hat{w}', \gamma), \]

showing that \( \hat{w}' \) is a local minimum of the regularized loss function \( \ell'(w, \gamma) \). Within the set of equivalent local minimizers \( [\hat{w}] \) of the un-regularized CM loss function, there are two isolated points which have the property that they are also minimizers of the regularized loss function \( \ell'(w, \gamma) \).

It is straightforward to compute the relevant quantities needed to implement the pseudo-Newton and Newton algorithms for purposes of learning a minimum of the regularized loss function. The gradient of the regularized CM loss function is given by

\[ \nabla_{\beta} \ell'(w, \gamma) = \left( \nabla_{\beta} \ell(w, \gamma) \right), \quad (79) \]

where

\[ \frac{1}{2} \nabla_{w} \ell'(w, \gamma) = \frac{1}{2} \nabla_{w} \ell(w) + \gamma \beta \text{Re} \left( \beta^H w \right) = (A(w) - \rho B) w + \gamma \beta \text{Re} \left( \beta^H \hat{w} \right). \]

Furthermore, the leading partial Hessian \( \beta \ell_{\alpha w w}(w, \gamma) \) is given by

\[ \frac{1}{2} \beta \ell_{\alpha w w}(w, \gamma) = \frac{1}{2} \beta \ell_{\alpha w w}(w) + \gamma \frac{2}{\beta} \beta^H H \beta w = 2 A(w) - \rho B + \gamma \frac{2}{\beta} \beta^H H, \]

and the full Hessian of the regularized CM loss function is given by

\[ \beta \ell_{\alpha w w}(w, \gamma) = \beta \ell_{\alpha w w}(w) + \gamma \left( \beta^H H \beta \right) = \beta \ell_{\alpha w w}(w) + \gamma \xi H. \]

Note that if the unregularized full Hessian \( \beta \ell_{\alpha w w}(w) \) is positive semidefinite, then the regularized full Hessian will be positive definite for any nonzero value of \( \gamma \) provided that \( \xi \) has a nontrivial component in the one-dimensional null space of \( \beta \ell_{\alpha w w}(w) \). If the vector \( \xi \) is chosen at random (equivalently, if \( \beta \) is chosen at random), then generically the rank of the regularized Hessian \( \beta \ell_{\alpha w w}(w, \gamma) \) will be increased by one over the rank of the unregularized Hessian \( \beta \ell_{\alpha w w}(w) \). In particular, if the unregularized Hessian \( \beta \ell_{\alpha w w}(w) \) has maximal rank, rank \( \beta \ell_{\alpha w w}(w) = 2N - 1 \), then generically the regularized Hessian \( \beta \ell_{\alpha w w}(w, \gamma) \) will have full rank, rank \( \beta \ell_{\alpha w w}(w, \gamma) = 2N \).

In actual implementation of the full Newton algorithm one often additionally stabilizes the algorithm via the addition of a small regularizing term \( \epsilon I \), in which case \( \beta \ell_{\alpha w w}(w, \gamma) \) takes the following form

\[ \beta \ell_{\alpha w w}(w, \gamma, \epsilon) = \beta \ell_{\alpha w w}(w) + \epsilon I + \gamma \xi H. \]

The principal steps involved in the implementation are:

**Algorithm A1:**

\[ \beta \ell_{\alpha w w}(w_k, \gamma, \epsilon) = \text{Full Hessian given in (80)}, \]

\[ \nabla_{\alpha} \ell_{\alpha w w}(w_k, \gamma) = \text{Full gradient given in (79)}, \]

Solve: \( \beta \ell_{\alpha w w}(w_k, \gamma, \epsilon) \Delta c = -\nabla_{\alpha} \ell_{\alpha w w}(c_k, \gamma), \]

\[ c_{k+1} = c_k + \mu \Delta c. \]

The above algorithm implements the full Newton method. By replacing the full Hessian with the leading partial Hessian and the full gradient with the partial gradient, the partial Newton method can be implemented. Typically the Newton method uses a step size \( \mu = 1 \), however if the algorithm proves to be difficult to stabilize, as is commonly the case when stochastic approximations are made to the gradient and Hessians needed to implement the algorithm, then one takes \( 0 < \mu < 1 \).

A solution \( \hat{w}_* \) is a stationary point of the unregularized CM loss function and minimizes the \( \gamma \) penalty term, it satisfies the conditions

\[ \nabla_{w} \ell(\hat{w}_*) = 0 \text{ and } \text{Re} \left( \beta^H \hat{w}_* \right) = 0. \]

Thus we have

\[ \nabla_{w} \ell'(\hat{w}_*, \gamma) = \nabla_{w} \ell(\hat{w}_*) + 2\gamma \beta \text{Re} \left( \beta^H \hat{w}_* \right) = 0 + 0 = 0, \]

showing that \( \hat{w}_* \) is indeed a stationary point of the regularized CM loss function \( \ell'(w, \gamma) \), as claimed.
VIII. SIMULATION RESULTS

In this section we simulate the blind equalization of two full rank channels using the stochastic gradient, partial Hessian and full Hessian approaches. The performance metric is taken to be the intersymbol interference (ISI).

\[ ISI = \sum_{i} \left| s_i \right|^2 - \left| s_{\text{max}} \right|^2, \]

where \( s_i \) is the \( i \)th element of the convolution between the channel and the equalizer and \( s_{\text{max}} = \max s_i \).

leading partial Hessian of dimension \( N \times N = 21 \times 21 \) and full Hessian of dimension \( 2N \times 2N = 42 \times 42 \). Note that \( P = M + q - 1 = 31 \), so that the \( P \times N \) channel matrix \( C \) is a \( 31 \times 21 \) matrix. For the channel 1 and for any randomly generated channel the channel matrix \( C \) has full column rank and hence \( B \) is full rank thus satisfying the ratio of moments condition given by (28).

The full Hessian, \( H_{\text{full}}(w, \gamma, \epsilon) \), is statistically approximated using the available received data. In our simulations we calculated the stochastic approximations each step as

\[
H_{\text{ww}}(w_k) = 2E \left\{ (2w_H^i xx^H w_k - \rho) xx^H \right\},
\]

\[
= \frac{2(1 - \lambda)}{1 - \lambda^n} \sum_{i=1}^{n} \lambda^{n-i} \left[ (2w_H^i x(i)x^H(i)w_k - \rho) x(i)x^H(i) \right],
\]

\[
H_{\text{ww}}(w_k) = H_{\text{ww}}(w_k),
\]

\[
H_{\text{ww}}(w_k) = 2E \left\{ y^2 xx^H \right\},
\]

\[
= \frac{2(1 - \lambda)}{1 - \lambda^n} \sum_{i=1}^{n} \lambda^{n-i} \left[ y(i)y(i)x^H(i) \right],
\]

\[
H_{\text{ww}}(w_k) = H_{\text{ww}}(w_k),
\]

\[
H_{\text{ccc}}(w_k) = \left( \begin{array}{c}
H_{\text{ww}}(w_k) \\
H_{\text{ww}}(w_k) \\
H_{\text{ww}}(w_k)
\end{array} \right).
\]

Alternatively one can implement an efficient on-line version of the algorithm along the lines of [7]. After obtaining the approximate Hessian, instead of directly inverting it, we use the following equation to solve for \( \Delta c \) (step 3 in Algorithm A1):

\[
H_{\text{ccc}}'(w_k, \gamma, \epsilon) \Delta c = -\nabla c'(c_k, \gamma) c_k.
\]

Generally, the primary computation cost in implementing the algorithm comes from computing \( \Delta c \). When implementing the full Newton method we are dealing with a matrix of size \( 2N \times 2N \) as opposed to a \( N \times N \) matrix when dealing with partial Newton method, hence the computational complexity of the full Hessian algorithm increases by more than 4 times of the partial Hessian algorithm.

In Figure 1, it can be seen that the regularized version of the full Hessian (which was shown to be rank-deficient) outperforms the leading partial Hessian as well as the stochastic gradient based algorithm. The parameters used in the implementation are \( c = 10(0.9979)^{14} + 0.01, \gamma = 0.99^{14} \), where \( 'it' \) implies the iteration number and the forgetting factor in the stochastic approximation is \( \lambda = 0.95 \). The curves shown are each averaged over 1000 trials. Initial conditions are set to be the same for all three algorithms: the 11th co-efficient of the equalizer is chosen to be 1 and the rest of the co-efficients to be 0 (note that there are 21 taps in the equalizer).

The impulse response of the second simulated channel shown in Figure 2 is given by an \( M = 8 \) FIR channel model [0.03, -0.15, 0.09, -0.21, -0.5, -0.72, 0.36, 0.21, 0.03, 0.07] \exp(j\pi/5). The channel length is \( M = 11 \). The input to the channel comes from a \( 4 - QAM \) constellation with \( \rho = 1 \) and we consider a symbol-rate sampled, \( r = 1 \) model. Because the channel is sampled at symbol rate, perfect noiseless equalization using an FIR filter is not possible [4]. We compare our results to [7] which implemented the pseudo-Newton algorithm (36). We use an equalizer of length \( q = 21 \) (hence \( N = rq = 21 \)) with a corresponding

![Fig. 1. The ISI comparison of the gradient, the leading partial Hessian and the full Hessian algorithms for channel 1.](image1)

![Fig. 2. The ISI comparison of the gradient, the leading partial Hessian and the full Hessian algorithms for channel 2.](image2)
channel 1 of Figure 1). The constrained system quickly converges to a constant phase, while the un-constrained system’s phase function varies in a random manner.

The simulations shown are typical for a wide range of channels that we evaluated. The regularized full Newton algorithm yields improved performance while converging to a global phase constraint placed on the equalizer taps, with an increase in computational cost of no more than 4 times than the pseudo-Newton algorithm.

IX. CONCLUSIONS

In this paper, we have examined the use of full Newton and pseudo-Newton algorithms for blind equalization of a noiseless complex linear time invariant (LTI) channel model to minimize the constant modulus (CM) loss function [4]. Noting the fact that the CM loss function is real with complex arguments, we use the framework of the second order Wirtinger calculus to derive a novel and insightful form of the full Hessian expressed in terms of its partial Hessians. We show that the perfectly equalizing solutions are stationary points of the CM loss function and we compute the forms of the partial Hessians (and hence the full Hessian) for noiseless LTI FIR channel model and evaluate them at a perfectly equalizing solution.

A necessary condition for the leading partial Hessian $\mathcal{H}_{ww}(w)$ to be positive definite is that the channel matrix $C$ have full column-rank and if the channel matrix also has full row-rank, so that perfectly equalizing solutions exist, then a sufficient condition for $\mathcal{H}_{ww}(w)$ to be positive definite at a perfectly equalizing solution is that the input data sequence be subgaussian $\kappa < 2$ [4]. Under this condition, the pseudo-Newton algorithm, based on the use of leading partial Hessian, can converge to the set of values $\hat{w}_\theta$ which differ from the perfectly equalizing solution $\tilde{w}$, by a unimodal scalar factor. We also computed the form of the full Hessian $\mathcal{H}_{cc}(w)$ at a perfectly equalizing solution of a full rank channel, showing that it attains the largest possible rank of $2N - 1$, assuming a full rank leading partial Hessian, provided that the channel input data sequence in sufficiently subgaussian. In this case, the perfectly equalizing solutions are shown to be the local minima of the CM loss function and we also give the form of the vector which spans the nullspace of of the full Hessian $\mathcal{H}_{cc}(w)$.

We performed simulations on full rank channels and found that the full Newton method, based on a regularized full Hessian performs better than the pseudo-Newton method. The regularization of the full Hessian method is designed to enforce a phase constraint on the equalizer weights while not perturbing a CM optimal solution. The cost of the full Newton method is at most 4 times that of the pseudo-Newton method.

Finally, we note an outstanding problem, the solution of which would make the above developments relatively complete: For an LTI FIR channel model it remains to be shown which of the stationary solutions in $\mathcal{W}$ have a positive definite leading partial Hessian and/or a full Hessian of maximal rank $2N - 1$ under the condition that the channel matrix $C$ has full column rank. This is equivalent to identifying all of the local minima of the CM loss function under the channel matrix full-column rank condition. In this paper, we have determined these properties only for the perfectly equalizing solutions under the assumption that the channel matrix is square and full rank.
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