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## Motivation

- Optimal digital filters designed with fixed filter tap weights have limitations when nonstationary input signals with unknown statistical characteristics are encountered in many applications .
- A more complete solution to nonstationary environment is provided by a continuously adaptive filter .
- In an attempt to build a adaptive filter, we are seeking to find an algorithm which is optimal in some sense ( in the least -square sense ) but which is responsive to changes in the optimal solution arising as each new data point becomes available .
- We want a filter which will iterate to track changes in the optimal solution .

- Adaptive filters have been successfully applied in several areas including :
(a) adaptive antenna systems in which adaptive filters are used for beam steering and providing nulls in the beam pattern to remove undesired interference.
(b) digital communication receivers in which adaptive filters are used to provide equalization of intersymbol interference and for channel identification .
( c) Adaptive Noise cancellation (ANC) is another useful application of adaptive filtering. ANC is concerned with the enhancement of noise corrupted signals where no a priori knowledge of signal or noise is required.
(d) Adaptive filters are used to estimate the time-delay between two measured signals, an application useful in radar, geophysics and biomedical signal analysis.
(e) System modelling, in which an adaptive filter is used as a model to estimate the characteristics of an unknown system.


Figure 8.1 Structure of adaptive transversal filter.

## - Problem Formulation

## From the figure :

## Estimation error :

$$
\begin{aligned}
e(n) & =d(n)-\hat{d}(n) \\
& =d(n)-\underline{w}^{H}(n) \underline{u}(n)
\end{aligned}
$$

where
$\underline{w}(n)=\left[w_{O}(n), w_{1}(n), \ldots w_{M-1}(n)\right]^{T}$
$\underline{u}(n)=[u(n), u(n-1), \ldots, u(n-M+1)]^{T}$

## Mean-Squared error :

$J(n)=\sigma_{d}^{2}-\underline{w}^{H}(n) \underline{p} \underline{w}(n)+\underline{w}^{H}(n) \underset{\sim}{R} \underline{w}(n)$
$\sigma_{d}^{2}=$ variance of the desired response
$\underline{p}=$ cross-correlation vector between $\underline{u}(n)$ and $d(n)$
$\underset{\sim}{R}=$ correlation matrix of the vector $\underline{u}(n)$

- Note that the variation of the mean-squared error $J(n)$ with time $n$ signifies that error process $\{\mathrm{e}(\mathrm{n})\}$ is nonstationary .
- $\mathrm{J}(\mathrm{n})$ depends on $\underline{\mathrm{w}}(n)$ and this functional relationship generates a bowl-shaped surface with a unique minimum. This surface is known as the error - performance surface of the adaptive filter.
- At the minimum point of the error - performance, $\underline{\mathrm{w}}$ takes on the optimum value $\underline{\mathrm{w}}_{O}$ which satisfies Weiner-Hopf equation.
$\underset{\sim}{R} \underline{\mathrm{w}}_{O}=\underline{p}$
$J_{\text {min }}=\sigma_{d}^{2}-\underline{p}^{H} \underline{\mathrm{w}}_{o}$
- Steepest Descent Algorithm

Find the $\mathrm{J}_{\min }$ by the following four steps :

1. Choose $\underline{\mathrm{w}}(0)$. Typically, $\underline{\mathrm{w}}(0)$ is set equal to the null vector.
2. Compare the gradient vector $\nabla(\mathrm{J}(\mathrm{n}))$. Partials are taken with respect to real and imaginary values of $\underline{\mathrm{w}}(n)$. This is done using initial guess.
3. Compute the next guess of $\underline{\mathrm{w}}(n)$ by making a change in the initial or present guess in a direction opposite to that of the gradient vector
4. Go back to Step 2 and repeat the process .

- Updated tap -weight vector at $\mathrm{n}+1$ :

$$
\underline{w}(n+1)=\underline{w}(n)+\frac{1}{2} \mu[-\nabla(J(n))]
$$

Substitute :

$$
\nabla(J(n))=-2 \underline{p}+2 \underset{\sim}{R} \underline{w}(n)
$$

where

$$
\begin{gathered}
\nabla(J(n))=\left[\begin{array}{l}
\frac{\partial J(n)}{\partial a_{o}(n)}+j \frac{\partial J(n)}{\partial b_{o}(n)} \\
\frac{\partial J(n)}{\partial a_{1}(n)}+j \frac{\partial J(n)}{\partial b_{1}(n)} \\
\cdot \\
\cdot \\
\frac{\partial J(n)}{\partial a_{M-1}(n)}+j \frac{\partial J(n)}{\partial b_{M-1}(n)}
\end{array}\right] \\
\underline{w}(n)=\underline{a}(n)+j \underline{j}(n)
\end{gathered}
$$

Finally, the updated tap-weight vector $\underline{w}(n+1)$ :

$$
\underline{w}(n+1)=\underline{w}(n)+\mu[\underline{p}-\underset{\sim}{R} \underline{w}(n)] \quad n=0,1,2 \ldots .
$$

where $\mu$ controls the size of the incremental correction to $\underline{w}(n)$ from one iteration cycle to next :

Interpretation : If we express :

$$
\begin{gathered}
\delta \underline{w}(n+1)=\mu \mathrm{E}\left[\underline{u}(n) e^{*}(n)\right] \\
\delta \underline{w}(n+1)=\underline{w}(n+1)-\underline{w}(n)=\mu[\underline{p}-\underline{R} \underline{w}(n)] \\
\underline{p}=\mathrm{E}\left[\underline{u}(n) d^{*}(n)\right] \quad \underset{\sim}{R}=\mathrm{E}\left[\underline{u}(n) \underline{u}^{H}(n)\right]
\end{gathered}
$$

$$
\delta \underline{w}(n+1)=\mu\left[\mathrm{E}\left[\underline{u}(n) d^{*}(n)\right]-\mathrm{E}\left[\underline{u}(n) \underline{u}^{H}(n)\right] \underline{w}(n)\right]
$$

$$
=\mu \mathrm{E}[\underline{u}(n)\{\underbrace{\left\{d^{*}(n)-\underline{u}^{H}(n) \underline{w}(n)\right.}_{e(n)}\}]
$$

$$
=\mu \mathrm{E}\left[\underline{u}(n) e^{*}(n)\right]
$$

then we may use a bank of cross-correlators to compute the correction vector $\delta \underline{\mathrm{w}}(n)$.

Steepest - descent algorithm when represented as a signal flow graph leads to a feedback model .

## Stability

Define a weight-error vector at time n as :

$$
\underline{\mathrm{c}}(n)=\underline{w}(n)-\underline{w}_{O}
$$

where $\underline{w}_{O}$, the optimum value satisfies the WeinerHopf equation :

$$
{\underset{\sim}{R}}_{\underline{w}}=\underline{p}
$$

Eliminate $\underline{p}: \underline{w}(n+1)=\underline{w}(n)+\mu[\underline{p}-\underset{\sim}{R} w(n)]$

$$
\text { Now: } \underset{\sim}{\mathrm{c}(n+1)=(I-\mu \underset{\sim}{R}) \underline{\mathrm{c}}(n)}
$$

From Unitary transformation, we can represent :

$$
\underset{\sim}{R}=\underset{\sim}{Q} \underset{\sim}{\wedge}{\underset{\sim}{2}}^{H}
$$

$\underset{\sim}{Q}:$ Unitary matrix $\quad \underset{\sim}{\lambda}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots \lambda_{M}\right)$

Then

$$
\underline{\mathrm{c}}(n+1)=\left(I-\mu \underset{\sim}{\underset{\sim}{Q}} \underset{\sim}{\underset{\sim}{Q}}{\underset{\sim}{V}}^{H}\right) \underline{\mathrm{c}}(n)
$$

Now
$\left(Q^{H}=Q^{-1}\right)$

$$
{\underset{\sim}{Q}}^{H} \underline{\mathrm{c}}(n+1)=(\underset{\sim}{I}-\underset{\sim}{\mu} \underset{\sim}{\Lambda}){\underset{\sim}{2}}^{H} \underline{\mathrm{c}}(n)
$$

Define a new set of coordinates :

$$
\begin{aligned}
\underline{v}(n) & ={\underset{\sim}{Q}}^{H} \underline{\mathrm{c}}(n) \\
& ={\underset{\sim}{Q}}^{H}\left[\underline{w}(n)-\underline{w}_{O}\right]
\end{aligned}
$$

then $\underline{v}(n+1)=(I-\mu \underset{\sim}{\Lambda}) \underline{v}(n)$
with : $\underline{v}(0)={\underset{\sim}{Q}}^{H}\left[\underline{w}(0)-w_{O}\right]$

$$
=-{\underset{\sim}{Q}}^{H} \underline{w}_{O} \quad(\underline{w}(0)=0)
$$

- Two representations

$$
\underline{c}(n+1)=(\underset{\sim}{I}-\mu \underline{\sim}) \underline{c}(n)
$$



- Eigenvalue representation :

$$
\underline{v}(n+1)=(\underset{\sim}{I}-\mu \underset{\sim}{\mathcal{N}}) \underline{v}(n)
$$

th natural mode :

$$
v_{k}(n+1)=\left(1-\mu \lambda_{k}\right) v_{k}(n)
$$


$\mathrm{v}_{\mathrm{k}}(\mathrm{n}+1)$

Solving the scalar difference equation :

$$
v_{k}(n)=\left(1-\mu \lambda_{k}\right)^{n} v_{k}(0) \quad k=1,2, \ldots M
$$

no oscillations : eigenvalues of $\underset{\sim}{R}$ are positive and real

Stability: $\quad-1<1-\mu \lambda_{k}<1 \quad$ all $k$ implies : $\underline{w}(n) \rightarrow \underline{w}_{0} \quad$ as $n \rightarrow \infty$
the necessary and sufficient condition for the stability of the Steepest-descent algorithm :

$$
0<\mu<\frac{2}{\lambda_{\max }}
$$

where $\lambda_{\text {max }}$ is the largest eigenvalue of $\underset{\sim}{R}$

- Time constant equation


Assume the unit of time to be the duration of one iteration cycle.

$$
\begin{aligned}
& 1-\mu \lambda_{k}=\exp \left(-1 / \tau_{k}\right) \\
\therefore & \tau_{k}=\frac{-1}{\ln \left(1-\mu \lambda_{k}\right)}
\end{aligned}
$$

$\tau_{k}$ defines the time required for the amplitude of the eth natural mode $v_{k}(n)$ to decay to $1 / \mathrm{e}$ of its initial value $v_{k}(0)$, e is the base of the natural logarithm. For small $\mu$

$$
\tau_{k} \approx \frac{1}{\mu \lambda_{k}} \quad \mu \ll 1
$$

- Transient behaviour of $\underline{w}(n)$

Start from :

$$
\begin{aligned}
\underline{v}(n) & ={\underset{\sim}{Q}}^{H}\left[\underline{w}(n)-\underline{w}_{O}\right] \\
\underset{\sim}{Q} \underline{v}(n) & =\underbrace{Q}_{\underline{L}} \underbrace{H}\left[\underline{w}(n)-\underline{w}_{O}\right]
\end{aligned}
$$

$\therefore \underline{w}(n)=\underline{w}_{O}+\underset{\sim}{Q} \underline{v}(n)$

$$
=\underline{w}_{O}+\left[\underline{q}_{1} \underline{q}_{2} \cdots \underline{q}_{M}\right]\left[\begin{array}{c}
v_{1}(n) \\
v_{2}(n) \\
\cdot \\
v_{M}(n)
\end{array}\right]
$$

$$
=\underline{w}_{O}+\sum_{k=1}^{M} \underline{q}_{k} v_{k}(n)
$$

where

$$
v_{k}(n)=\left(1-\mu \lambda_{k}\right)^{n} v_{k}(0) \quad k=1,2, \ldots . M
$$

$$
\begin{gathered}
\text { Now } w_{i}(n)=w_{0 i}+\sum_{k=1}^{M} q_{k i} v_{k}(0)\left(1-\mu \lambda_{k}\right)^{n} \\
i=1,2, . \ldots . M
\end{gathered}
$$

It can be shown :
$\frac{-1}{\ln \left(1-\mu \lambda_{\max }\right)} \leq \tau_{a} \leq \frac{-1}{\ln \left(1-\mu \lambda_{\text {min }}\right)}$
$\tau_{a}=$ overall time constant .

- Transient behaviour of $J(n)$ :

Start from :

$$
J(n)=J \min ^{+}+\sum_{k=1}^{M} \lambda_{k}\left|v_{k}(n)\right|^{2}
$$

By substituting $v_{k}(n)=\left(1-\mu \lambda_{k}\right)^{n} v_{k}(0)$

$$
J(n)=J_{\min }+\left.\sum_{k=1}^{M} \lambda_{k}\left(1-\mu \lambda_{k}\right)^{2 n} v_{k}(0)\right|^{2}
$$

$\lim _{n \rightarrow \infty} J(n)=J_{\text {min }}$ for any $v_{k}(0)$
$J(n)$ vs $n$ is called the learning curve the exponential decay for $k$ th natural mode has time constant :

$$
\tau_{k, \mathrm{mse}} \approx \frac{-1}{2 \ln \left(1-\mu \lambda_{k}\right)}
$$

For small $\mu \quad \tau_{k, \mathrm{mse}} \approx \frac{1}{2 \mu \lambda_{k}}$

### 4.4 EXAMPLE

In this example, we examine the transient behavior of the steepest-descent algorithm applied to a predictor that operates on a real-valued autoregressive (AR) process. Figure 4.7 shows the structure of the predictor, assumed to contain two tap weights that are denoted by $w_{1}(n)$ and $w_{2}(n)$; the dependence of these tap weights on the number of iterations, $n$, emphasizes the transient condition of the predictor. The $\operatorname{AR}$ process $u(n)$ is described by the second-order difference equation

$$
\begin{equation*}
u(n)+a_{1} u(n-1)+a_{2} u(n-2)=v(n), \tag{4.33}
\end{equation*}
$$

where the sample $v(n)$ is drawn from a white-noise process of zero mean and variance $\sigma_{v}^{2}$. The AR parameters $a_{1}$ and $a_{2}$ are chosen so that the roots of the characteristic equation

$$
1+a_{1} z^{-1}+a_{2} z^{-2}=0
$$



FIGURE 4.7 Two-tap predictor for real-valued input.
are complex; that is, $a_{1}^{2}<4 a_{2}$. The particular values assigned to $a_{1}$ and $a_{2}$ are determined by the desired eigenvalue spread $\chi(R)$. For specified values of $a_{1}$ and $a_{2}$, the variance $\sigma_{v}^{2}$ of the white-noise $v(n)$ is chosen to make the process $u(n)$ have variance $\sigma_{u}^{2}=1$.

The requirement is to evaluate the transient behavior of the steepest-descent algorithm for the following conditions:

- Varying eigenvalue spread $\chi(\mathbb{R})$ and fixed step-size parameter $\mu$.
- Varying step-size parameter $\mu$ and fixed eigenvalue spread $\chi(\mathbf{R})$.


## Characterization of the AR Process

Since the predictor of Fig, 4.7 has two tap weights and the AR process u( $n$ ) is real valued, it follows that the corielation matrix $\mathbf{R}$ of the tap inputs is a two-by.two symmetric matrix. That is,

$$
\mathbf{R}=\left[\begin{array}{ll}
r(0) & r(1) \\
r(1) & r(0)
\end{array}\right],
$$

where (see Chapter 1)

$$
r^{\prime}(0)=\sigma_{u}^{2}
$$

$$
r(1)=-\frac{a_{1}}{1+a_{2}} \sigma_{u}^{2}
$$

in each of which

$$
\sigma_{u}^{2}=\left(\frac{1+a_{2}}{1-a_{2}}\right) \frac{\sigma_{v}^{2}}{\left(1+a_{2}\right)^{2}-a_{1}^{2}}
$$

The two eigenvalues of R are

$$
\lambda_{1}=\left(1-\frac{a_{1}}{1+a_{2}}\right) \sigma_{u}^{2}
$$

and

$$
\lambda_{2}=\left(1+\frac{a_{1}}{1+a_{2}}\right) \sigma_{u}^{2}
$$

Hence, the eigenvalue spread equals (assuming that $a_{1}$ is negative)

$$
\chi(\mathbf{R})=\frac{\lambda_{1}}{\lambda_{2}}=\frac{1-a_{1}+a_{2}}{1+a_{1}+a_{2}}
$$

The eigenvectors asociated with the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ are, respectively,

$$
q_{1}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]
$$

and

$$
4_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{r}
1 \\
-1
\end{array}\right],
$$

both of which are nomalized to unit length.

## EXPPERIMENT1 Vaning Eigenvalue Spread

In this experiment, the step-size parameter $\mu$ is fixed a 0.3 , and the evaluations are made for the four sets of AR parameters given in Table 4.1.


| Case | ARparaneers |  | Eigeralues |  | $\begin{aligned} & \text { Eigemblue } \\ & \text { sprad } \\ & x=\lambda_{1} / h_{2} \end{aligned}$ | Minimum mean square eroor, $J_{\text {min }}=\sigma_{y}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 9 | 9 | 1 | 12 |  |  |
| 1 | -0.1.950 | 0.95 | 1.1 | 1.9 | 1.2 | 0.095 |
| 2 | -0.950 | 0.95 | 1.5 | 05 | 3 | 0.031 |
| 3 | $-1.995$ | 0.5 | 1.818 | 0.18 | 10 | 0.032 |
| 4 | -1.914 | 0.5 | 1.97 | 0.098 | 100 | 0.038 |

For a given set of parameters, we use a two-dimensional plot of the transformed tap-weight error $v_{1}(n)$ versus $v_{2}(n)$ to display the transient behavior of the steepest-descent algorithm. In particular, the use of Eq. (4.21) yields

$$
\begin{align*}
v(n) & =\left[\begin{array}{l}
v_{1}(n) \\
v_{2}(n)
\end{array}\right]  \tag{4,34}\\
& =\left[\begin{array}{l}
\left(1-\mu \lambda_{1}\right)^{n} v_{1}(0) \\
\left(1-\mu \lambda_{2}\right)^{n} v_{2}(0)
\end{array}\right], \quad n=1,2, \ldots .
\end{align*}
$$

To calculate the initial value $(0)$, we use Eq. (4.19), assuming that the initial value $w(0)$ of the tap-weight vector $w(n)$ is zero. This equation requires knowledge of the optimum tap-weight vector $w_{0}$. Now, when the two.tap predictor of Fig. 47 is optimized, with the second-order AR process of Eq. (4.33) supplying the tap inputs, we find that the optimum tap-weight vector is

$$
w_{0}=\left[\begin{array}{l}
-a_{1} \\
-a_{2}
\end{array}\right]
$$

and the minimum mean-square error is

$$
J_{\min }=\sigma_{\nu^{\prime}}^{2}
$$

Accordingly, the us of Eq. (4.19) yields the intital value

$$
\begin{align*}
v(()) & =\left[\begin{array}{l}
v_{1}(0) \\
v_{2}(0)
\end{array}\right] \\
& =\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{l}
-a_{1} \\
-a_{2}
\end{array}\right]  \tag{4.35}\\
& =\frac{-1}{\sqrt{2}}\left[\begin{array}{l}
a_{1}+a_{2} \\
a_{1}-a_{2}
\end{array}\right] .
\end{align*}
$$

Thus, for specified parameters, we use Eq. (4.35) to compute the initial value $v(0)$ and then use Eq. (4.34) to compute $v(1), v(2), \ldots$. By joining the points defined by these values of $v(n)$ for varying $n$, we obtain a trajectory that describes the transient behavior of the steepest-descent algorithm for the particular set of parameters.

It is informative to include in the two-dimensional plot of $v_{1}(n)$ versus $v_{2}(n)$ loci representing Eq. (4.28) for fixed values of $n$. For our example, Eq. (4.28) yields

$$
\begin{equation*}
J(n)-J_{\min }=\lambda_{1} v_{1}^{2}(n)+\lambda_{2} v_{2}^{2}(n) \tag{4.36}
\end{equation*}
$$

When $\lambda_{1}=\lambda_{2}$ and $n$ is fixed, Eq. (4.36) represents a circle with center at the origin and radius equal to the square root of $\left[J(n)-J_{\text {min }} / \lambda\right.$, where $\lambda$ is the common value of the two eigenvalues. When, on the other hand, $\lambda_{1} \neq \lambda_{2}$, Eq. (4.36) represents (for fixed $n$ ) an ellipse with major axis equal to the square root of $\left[J(n)-J_{\text {min }}\right] / \lambda_{2}$ and minor axis equal to the square root of $\left[J(n)-J_{\text {min }} / / \lambda_{1}\right.$, with $\lambda_{1}>\lambda_{2}$.

Case 1: Eigenvalue Spread $\chi(\mathrm{R})=1,22$. For the parameter values given for Case 1 in Table 4.1, the eigenvalue spread $\chi(\mathbf{R})$ equals 1.22 ; that is, the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ are approximately equal. The use of these parameter values in Eqs. (4.34) and (4,35) yields the trajectory of $\left[v_{1}(n), v_{2}(n)\right]$ shown in Fig. $4.8($ (a), with $n$ as running parameter. The use of same parameter values in Eq . (4.36) yields the (approximately) circular loci shown for fixed values of $J(n)$, corresponding to $n=0,1,2,3,4,5$.

We may a lso display the transient behavior of the steepest-descent a lgorithm by ploting the tap weight $w_{1}(n)$ versus $w_{2}(n)$. In particular, for our example, the use of Eq. (4.25) yield the tap-weight vector

$$
\begin{align*}
w(n) & =\left[\begin{array}{l}
w_{1}(n) \\
w_{2}(n)
\end{array}\right]  \tag{4.37}\\
& =\left[\begin{array}{l}
-a_{1}-\left(v_{1}(n)+v_{2}(n)\right) / \sqrt{2} \\
-a_{2}-\left(v_{1}(n)-v_{2}(n)\right) / \sqrt{2}
\end{array}\right] .
\end{align*}
$$

The corresponding trajectory of $\left[w_{1}(n), w_{2}(n)\right]$, with $n$ as a running parameter, obtained by using Eq. (4.37), is shown in Fig. 4.9(a). Here again, we have included the loci of $\left[w_{1}(n), w_{2}(n)\right]$ for fixed values of $J(n)$ corresponding to $n=0,1,2,3,4,5$. Note that these loci, unlike those of Fig. 4.8 (a) are ellipsoidal.

Case 2: Eigenvalue Spread $\chi(\mathbf{R})=3$. The use of the parameter values for Case2 of Table 4.1 in Eqs. (4.34) and (4.35) yields the trajectory of $\left[v_{1}(n), v_{2}(n)\right]$ shown in

(a)


FIGURE 4.8 Loci of $v_{1}(n)$ versus $v_{2}(n)$ for the steepest-descent algorithm with step-size parameter $\mu=0.3$ and varying eigenvalue spread: (a) $\chi(\mathbf{R})=1.22$; (b) $\chi(\mathbf{R})=3$; (c) $\chi(\mathbf{R})=10 ;(\mathrm{d}) \chi(\mathbf{R})=100$.



FIGURE 4.8 (continued)

(a)


FIGURE 4.9 Loci of $w_{1}(n)$ versus $w_{2}(n)$ for the steepest-descent algorithm with step-size parameter $\mu=0.3$ and varying eigenvalue spread: (a) $\chi(\mathbf{R})=1.22$; (b) $\chi(\mathbf{R})=3$;
(c) $\chi(\mathbf{R})=10 ;(\mathrm{d}) \chi(\mathbf{R})=100$.



FIGURE 4.9 (continued)

Fig. $48(6)$, with $n$ as sunning parameter, and the us of the same parameeter values in Eq. (4.36) yieds the ellipsoidal loci shown for the fixed values of $J(n)$ for $n=0,1,2,3,4,5$. Not that, for this set of parameter values, the initiad value $v_{2}(0)$ is approximately $y$ rev, so the initial alaue (0) lies practically on the $u$-xxis.

The corresponding trajectory of $\left[w_{1}(n), w_{2}(n)\right]$, with $n$ a s running parameter, is shown in Fig. 49.9 ().
 and $(4,35)$ yieds the trajectory of $\left[u(n), v_{2}(n)\right.$ ) show in Fig. $4.8(c)$, with n a s running parameter, and the application o Eq. (436) yides she ellipsoidal lociinculudedin the fig. ure for fixed values of $J(n)$ for $n=0,1,2,3,4$, The corresponding trajectory of $\left[w_{1}(n), w_{2}(n)\right.$, with a a s running parameter, is shown in Fig 4, 49(c).

Casest: Eigenamue Spread $\chi(\mathbb{R})=100$. For this case, the applicition of the pre-
 and the ellipsoidal loci for fixed values of $J(n)$. The corresponding trajectory of $\left[w_{1}(n), w_{2}(n)\right.$ is shown in Fig.49(d).

In Fig. 4.10 , we have ploted the meansquare error $J(n)$ versus $n$ for the four eigenamale spreads $1.22,3,10$, and 100 . We see that, as the eigenaralue spread increases (and the input process becomes more corirelated), the minimum meansquare error $J_{\text {min }}$ decreases: This obseration makes intuitive sense:The predictor should do a better job tracking astrongly correated input process than a weadly correated one.


FIGURE 4.10 Learning curves of steepest-descent algorithm with step-size parameter $\mu=0.3$ and varying eigenvalue spread.

## EXPERIMENT2 Varying Step-Size Parameter

In this experiment, the eigenvalue spread is fixed at $\chi(\mathbf{R})=10$, and the step-size parameter $\mu$ is varied. In particular, we examine the transient behavior of the steepest-de. scent algorithm for $\mu=0.3$ and 1.0 . The corresponding results in terms of the transformed tap-weight errors $v_{1}(n)$ and $v_{2}(n)$ are shown in parts (a) and (b) of Fig.4.11, respectively. The results included in part (a) of this figure are the same as those in Fig. 4.8 (c). Note that, in accordance with Eq. (4.22), the critical value of the step-size parameter equals $\mu_{\max }=2 / \lambda_{\text {max }}=1.1$, which is slightly in excess of the actual value $\mu=1$ used in Fig. $4.11(b)$.

The results for $\mu=0.3$ and 1.0 in terms of the tap weights $w_{1}(n)$ and $w_{2}(n)$ are shown in parts (a) and (b) of Fig. 4.12, respectively. Here again, the results included in part (a) of the figure are the same as those in Fig. 4.9 (c).

## Observations

On the basis of the results presented for Experiments 1 and 2, we may make the following observations:

1. The trajectory of $\left[v_{1}(n), v_{2}(n)\right.$, with the number of iterations $n$ a s running parameter, is normal to the locus of $\left[v_{1}(n), v_{2}(n)\right]$ for fixed $J(n)$. This statement also applies to the trajectory of $\left[w_{1}(n), w_{2}(n)\right]$ for fixed $J(n)$.
2. When the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ are equal, the trajectory of $\left[v_{1}(n), v_{2}(n)\right]$ or that of $\left[w_{1}(n), w_{2}(n)\right]$, with $n$ as running parameter, is a straight line. This situation is illustrated in Fig. 4.8 (a) or 4.9(a), for which the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ are approximately equal.
3. When the conditions are right for the initial value $v(0)$ of the transformed tapweight error vector $v(n)$ to lie on the $v_{r}$-xis or $v_{2}$-axis, the trajectory of $\left[v_{1}(n), v_{2}(n)\right.$, with $n$ a s running parameter, is a straight line, This situation is illustrated in Fig. $4.8(b)$, where $v_{1}(0)$ is approximately zero. Correspondingly, the trajectory of $\left[w_{1}(n), w_{2}(n)\right]$, with $n$ a s running parameter, is also astraight line, as illustrated in Fig. $49(\mathrm{~g})$.
4. Except for two special cases-(1) equal eigenvalues and (2) the right choice of initial conditions-the trajectory of $\left[v_{1}(n), v_{2}(n)\right]$, with n as running parameter, $; 0$. lows a curred path, as illustrated in Fig.4.4(c). Correspondingly, the trajectory of $\left[w_{1}(n), w_{2}(n)\right]$, with $n$ as running parameter, also follows a curved path, as illus. trated in Fig. 4.9(c). When the eigenvalue spread is very high (i.e, the input data are very highly correated), two things happen:

- The errorperformance surface assumes the shape of a deep valley.
- The trajectories of $\left[v_{1}(n), v_{2}(n)\right]$ and $\left[w_{1}(n), w_{2}(n)\right]$ develop distinct bends. Both of these points are well illustrated in Figs. 4.8 (d) and 4.9(d), respectively, for the case of $x(\mathbf{R})=100$.

5. The steepest-descent algorithm converges fastest when the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ are equal or the starting point of the algorithm is chosen properly,for which cases the trajectory formed byjoining the points $v(0), v(1), v(2), \ldots$, is astraight line, the shortest posibile path.

(a)


FIGURE 4.11 Loci of $v_{1}(n)$ versus $v_{2}(n)$ for the steepest-descent algorithm with eigenvalue spread $\chi(\mathbf{R})=10$ and varying step-size parameters: (a) overdamped, $\mu=0.3$;
(b) underdamped, $\mu=1.0$.

(a)


FIGURE 4.12 Loci of $w_{1}(n)$ versus $w_{2}(n)$ for the steepest-descent algorithm with eigenvalue spread $\chi(\mathbf{R})=10$ and varying step-size parameters: (a) overdamped, $\mu=0.3$;
(b) underdamped, $\mu=1.0$.
6. For fixed stepsize parameter $\mu$,as she eigenavalue spread $\chi$ ( $\mathbf{R}$ ) incereses (ie, the coredation matrix Rof the tap inputs becomes moreill ononditioned), the elliposidal Iociof $\left\{\left(v(n), v_{2}(n) \mid\right.\right.$ for fixed values of $(n)$, for $n=0,1,2, \ldots$, become increas. ingly narovere (i.e, the minor axis becomes smaller) and more crowded.
7. When the stepsiziz parameter $\mu$ is small, the transient behaxior of the stepesesdescent dagoritm is is verdamped, in that the trajectory fomed by joining the points $v(0), v(1), v(2), \ldots$. Follows a continuous path. When, on the other hand, $\mu$ ap. proaches the maximum allowable value $\mu_{\text {max }}=2 \lambda_{\text {max }}$, the transient behaxior of the stepeses-descent dgorithm is underdamped, in that this traectory exibibis os. cillations These tho different forms of transient behaxior areillustrated in arats (a) and (b) offig. 4111 in terms of $v_{1}(n)$ and $v_{2}(n)$. The correspondingreesults in (emms of w $w_{1}(n)$ and $w_{2}(\mid)$ are precented in parts (a) and (b) of Fig. 4.12.

The condusion to be drawn from these observations is that the transient behar. iov of the steepest-descent dagoithm is highly sensitive to vaiditions in both the step-size parameter $\mu$ and the eigennalue spread of the coredation matrix of the tap inputs.

### 4.5 THE STEEPESTDESCENT ALGORITHM AS A DETERMINISTIC SEARCH METHOD

The error-performance surface of an adaptive transversal filter operating in a wide-sense stationary stochastic environment is a bowl-shaped (i.e., quadratic) surface with a distinct minimum point. The steepest-descent algorithm provides a local search method for seeking the minimum point of the error-performance surface, starting from an arbitrary initial point. For its operation, the steepest-descent algorithm depends on three quantities:

- The starting point, which is specified by the initial value w(0) of the tap-weight vector.
- The gradient vector, which, at a particular point on the error-performance surface (i.e., a particular value of the tap-weight vector), is uniquely determined by the cross-correlation vector $\mathbf{p}$ and the correlation matrix $\mathbf{R}$ that characterize the environment.
- The step-size parameter $\mu$, which controls the size of the incremental change applied to the tap-weight vector of the transversal filter from one iteration of the algorithm to the next; for stability of the algorithm, $\mu$ must satisfy the condition of Eq. (4.22).

Once these three quantities are specified, the steepest-descent algorithm follows a distinct path in the multidimensional weight space, starting from the initial point $w(0)$ and ultimately terminating on the optimum solution $w_{0}$. In other words, the steepestdescent algorithm is a deterministic search method in weight space. This statement is confirmed by the experimental results presented in Section 4.4. In theory, the algorithm requires an "infinite" number of iterations to move from the starting point $w(0)$ to the optimum point $w_{0}$. However, in practice, we need to execute just a "finite" number of iterations of the algorithm for the transversal filter to attain a tap-weight vector close enough to the optimum solution $W_{0}$-closeness is clearly a subjective matter that can be determined only by a designer's objective.

### 4.6 VIRTUE AND LIMTATATON OF THE STEEPESTDEESCENT ALGORTHM

The important virtue of the steperst.descent tagorithm is the simplicity of tis imple. meniation, which is readily seen from Eq. 4.10 ). Hoverere, aspointed outin Section 45, wemay require a ange unumber ofiterations for the alogorithm to convereget 0apopint sulficently coseto the optimum solution $w_{0}$. This peformance Imintation is due tothe fact that the steepest-descentit dyorithm is baxed on a straghithine (ie., first-order) approximation of the errop-perfomance sufface around the current point.

## Newton's Method

To overcome the forecadid limitation of the steperestdecerent dgorithm, we may use a quadratic (ie, seanon-order) approximationo of the erro:pepfommance sufface around the current point denoted by w(n). Then, invoking the second-order Taylor series expansion of the cost function $/(W)$ around $(W)$, we have

$$
\begin{equation*}
J(w) \approx J(W(n))+(W-w(n))^{H} g(n)+\frac{1}{2}(w-w(n))^{H} H(n)(W-w(n)), \tag{4.38}
\end{equation*}
$$

where the superscipt $H$ denoneses Hemmitian transposition, the vector

$$
\begin{equation*}
g(n)=\left.\frac{\partial J(w)}{\partial w}\right|_{n=(n)} \tag{4.39}
\end{equation*}
$$

is the gradient evaluated at $w(n)$, and the matrix

$$
\begin{equation*}
H(n)=\left.\frac{\partial^{2} J(W)}{\partial W^{2}}\right|_{w=(n)} \tag{4.40}
\end{equation*}
$$

is the Hessian of the cost function evaluated at $w(n)$. The straight-line approximation of $J(W)$ around the current point $w(n)$ is clearly a simplification of Eq. (4.38). Differentiating that equation with respect to w and setting the result to zero, we find that the next iterate (i.e., the updated point on the error-performance surface) is given by

$$
\begin{equation*}
w(n+1)=w(n)-H^{-1} g(n), \tag{4.41}
\end{equation*}
$$

where $\mathrm{H}^{-1}(n)$ is the inverse of the Hessian $\mathrm{H}(n)$. This iterative equation is the pure Newton method of optimization theory. (See Problem 15 for a modified form of Newton's algorithm.)

For the quadratic cost function of Eq. (4.8), the gradient vector is defined by Eq.(4.9).Moreover, differentiating the last line of Eq. (4.9) with respect to $w(n)$, we get

$$
\begin{equation*}
H(n)=2 \mathbf{R} . \tag{4.42}
\end{equation*}
$$

That is, except tor a scaling factor, the Hessian of the quadratic cost function of Eq. (4.8) is exactly equal to the correlation matrix $\mathbf{R}$ of the tap-input vector $u(n)$. Hence, substituting Eqs. (4.9) and (4.42) into Eq. (4.41), we obtain

$$
\begin{align*}
w(n+1) & =w(n)-\frac{1}{2} \mathrm{R}^{-1}(-2 \mathrm{p}+2 \mathrm{Rw}(n)) \\
& =\mathrm{R}^{-1} \mathrm{p} \\
& =w_{0} . \tag{4,43}
\end{align*}
$$

Equation (4.43) shows that Newton's method attains the optimum solution w from an arbitrary point $W(n)$ on the error surface in a single iteration. However, this improvement in performance requires the inversion of the correlation matrix R , the foregoing of which is the very thing that motivates the use of the steepest-descent agogithm.

The conclusion to be drawn from this discussion is that if computational simplic. ity is of paramount importance, then the method of steepest descent is the preferred iterative method for computing the tap-weight vector of an adaptive transversal filter operating in a wide-sense stationary environment. If, on the other hand, the rate of con. vergence is the issue of interest, then Newton's method or a modified version of itis the preferred approach.

### 4.7 SUMMARY

The method of steepest descent provides a simple procedure for computing the tapweight vector of a Wiener filter, given knowledge of two ensemble-average quantities:

- The correlation matrix of the tap-input vector
- The cross-Correlation vector between the tap-input vector and the desired response. A critical feature of the method of steepest descent is the presence of feedback, which is another way of saying that the underlying agorithm is recursive in nature. As such, we have to pay particular attention to the issue of stability, which is governed by two parameters in the feedback loop of the algorithm:
- The step-size parameter $\mu$
- The correlation matrix R of the tap-input yector.

Specifically, the necessary and sufficient condition for stability of the algorithm is
embodied in the condtion embodied in the condition

$$
0<\mu<\frac{2}{\lambda_{\max }},
$$

where $\lambda_{\text {max }}$ is the largest eigenvalue of the correlation matrix $R$.
Moreover, depending on the value assigned to the step-size parameter $\mu$, the transient response of the steepest-descent algorithm may exhibit one of three forms of behavior:

- Underdamped response, in which case the trajectory followed by the tap-weight vector toward the optimum Wiener solution exhibits oscillations, this response arises when the step-size parameter $\mu$ is large.
- Overdamped response, which is a nonoscillatory behavior that arises when $\mu$ i s small.
- Critically damped response, which is the fine dividing line between the under. damped and overdamped conditions.

Unfortunately, in general, these conditions do not lend themselves to an exact mathematical analysis; they are usually evaluated by experimentation.

