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Introduction: Electrical properties (EP), namely permittivity and electric conductivity, dictate the interactions between
electromagnetic waves and biological tissue [1]. EP can be potential biomarkers for pathology characterization, such as
cancer, and improve therapeutic modalities, such radiofrequency hyperthermia and ablation. MR-based electrical prop-
erties tomography (MR-EPT) uses MR measurements to reconstruct the EP maps. Using the homogeneous Helmholtz
equation, EP can be directly computed through calculations of second order spatial derivatives of the measured magnetic
transmit or receive fields (B+

1 ,B
−
1 ). However, the numerical approximation of derivatives leads to noise amplifications

in the measurements and thus erroneous reconstructions [3]. Recently, a noise-robust supervised learning-based method
(DL-EPT) was introduced for EP reconstruction [4]. However, the pattern-matching nature of such network does not
allow it to generalize for new samples since the network’s training is done on a limited number of simulated data. In
this work, we leverage recent developments on physics-informed deep learning [5] to solve the Helmholtz equation for
the EP reconstruction. We develop deep neural network (NN) algorithms that are constrained by the Helmholtz equation
to effectively de-noise the B+

1 measurements and reconstruct EP directly at an arbitrarily high spatial resolution without
requiring any known B+

1 and EP distribution pairs.

Methods: Assuming a smooth distribution of the EP, the relationship between the transmit fields and the underlying EP
can be described by the Helmholtz equation: ∇2B+

1 + k2
0εcB+

1 = 0, where k0 is the wave number in free space and εc
is the relative complex permittivity. We aim to de-noise the measured complex transmit field {(rrri, B̃+

1 (rrri))}N
i=1 at N 3D

locations rrriii and reconstruct the EP. To do so, we employ prior physical knowledge as a constraint in processing the noisy
measurements. We define a NN B+

1 (rrr;θθθ 1), parameterized by a set of weights and biases θθθ 1, to estimate the complex B+
1

fields. We use an additional NN Ec(rrr;θθθ 2) with independent weights and biases θθθ 2 to estimate the distribution of relative
complex permittivity. The Helmholtz residual then takes the form

RH = ∇
2B+

1 (rrr;θθθ 1)+ k2
0Ec(rrr;θθθ 2)B

+
1 (rrr;θθθ 1). (1)

Here the Laplacian of the NN representation can be readily computed to machine precision using automatic differentiation
[6]. A good set of candidate parameters {θθθ 1,,,θθθ 2} can be obtained via gradient descent using a composite loss function
that aims to fit the measured B̃+

1 field while also penalizing the Helmholtz equation residual

L(θθθ 1,,,θθθ 2) = Ldata (θθθ 1)+λLr(θθθ 1,,,θθθ 2), where Lr(θθθ 1,,,θθθ 2) =
1
N

N

∑
i=1

|RH(rrri,θθθ 1,,,θθθ 2)|2, and

Ldata (θθθ 1) =
1
N

N

∑
i=1

|Re{B+
1 (rrri;θθθ 1)}−Re{B̃+

1 (rrri)}|2 + |Im{B+
1 (rrri;θθθ 1)}− Im{B̃+

1 (rrri)}|2.
(2)

For all experiments, B+
1 and Ec were two independent, fully-connected NN with 3 layers, 128 units per hidden layer, and

a sine activation function. We train these NN jointly by minimizing the loss of equation (2) using the Adam optimizer for
120k iterations in total, with a decaying schedule of learning rates 10−3,10−4,10−5, decreased every 40k iterations.

Results and Discussion: We consider a 4-compartment phantom, presented in Figure 1 a) with permittivity εr = {56,51,
65,76} and electric conductivity σ = {0.69,0.56,0.84,1.02}. We use one external excitation to generate synthetic trans-
mit fields maps inside the phantom at 7 tesla MRI frequency. We set λ = 10−6 in (2) to make each component of the
loss approximately equal at the beginning of training. Once trained, the resulting physics-informed NN B+

1 (rrr;θθθ 1) and
Ec(rrr;θθθ 2) can be used to obtain physically consistent predictions of B+

1 and EP at any arbitrary 3D location. Three noisy
B̃+

1 maps are shown in Figure 1 b). We present the de-noised B+
1 maps and the reconstructed EP for the central axial

cut of the phantom in Figure 1 c), d) and e). The average value of the peak normalized absolute error (PNAE) over the
entire volume is 0.23%,3.52% and 4.45% for the B+

1 , relative permittivity and conductivity, respectively, when peak SNR
= 100; The error is found to be 0.44%,2.55% and 3.43% for the B+

1 , relative permittivity and conductivity, respectively,
when peak SNR = 20. These results show that our algorithm is accurate and robust for a significant amount of noise. Our
algorithm can also reconstruct the EP using incomplete measurements. For example, when half of the B̃+

1 measurements
of the entire volume are missing, as in Figure 1 b) right, we can still reconstruct the B+

1 and the EP in the whole domain of
interest, in which case the error is 0.24%,2.49% and 3.68% for the B+

1 , relative permittivity and conductivity, respectively.
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Figure 1: (a) 4-compartment phantom. (b) From left to right, B̃+
1 measurements (peak SNR = 100, 20), incomplete B̃+

1
measurements (peak SNR = 100). (c) Ground truth B+

1 compared with (from left to right) de-noised B+
1 measurements

(peak SNR = 100, 20), reconstructed B+
1 for incomplete B+

1 measurements (SNR = 100). (d) Ground truth εr compared
with (from left to right) reconstructed εr (SNR = 100, 20), reconstructed εr using incomplete B+

1 measurements (SNR
100). (e) Ground truth σ compared with (from left to right) reconstructed σ (SNR = 100, 20), reconstructed σ using
incomplete B+

1 measurements (SNR = 100).

Conclusions: In this work, we have proposed a physics-informed deep learning framework that is able to de-noise simu-
lated B+

1 measurements and provide accurate EP reconstructions of an inhomogeneous phantom. To our best knowledge,
it is the first time that deep learning can reconstruct the B+

1 from incomplete noisy measurements, which shows the po-
tential to improve other MR-based reconstruction methods. In future work, we will explore the usage of multiple B+

1
magnitudes and relative phases (measurable in MRI), discarding the assumption of knowing the absolute phase.
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