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Abstract—Alongside innovative device, circuit, and microarchitecture level techniques to alleviate power and thermal problems in nanoscale CMOS-based integrated circuits (ICs), chip cooling could be an effective knob for power and thermal management. This paper analyzes IC cooling while focusing on the practical temperature range of operation. Comprehensive analyses of chip cooling for various nanometer scale bulk-CMOS and Silicon-On-Insulator (SOI) technologies are presented. Unlike all previous works, this analysis employs a holistic approach (combines device, circuit and system level considerations) and also takes various electrothermal couplings between power dissipation, operating frequency and die temperature into account. While chip cooling always gives performance gain at the device and circuit level, it is shown that system level power defines a temperature limit beyond which cooling gives diminishing returns and an associated cost that may be prohibitive. A scaling analysis of this temperature limit is also presented. Furthermore, it is shown that on-chip thermal gradients cannot be mitigated by global chip cooling and that localized cooling can be more effective in removing hot-spots.
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I. INTRODUCTION

FOR THE PAST 40 years, tracking Moore’s Law [1] has been the goal of the semiconductor industry in the development of silicon integrated circuits. Shrinking transistor size with innovative technology provides significant benefits in the form of higher integration density, higher performance, and lower cost [2]. However, continuous scaling raises severe design challenges and concerns due to excessive power consumption (power density) and associated thermal problems, especially for high-performance microprocessors [3]–[5].

Table I summarizes key parameters predicted by the International Technology Roadmap for Semiconductors (ITRS) [6] for silicon technology in the near future. While switching energy per device decreases with scaling [Fig. 1(a)], preliminary calculation clearly shows that even if only switching power is taken into account, average power density continues to increase as illustrated in Fig. 1(b). Note that values (Trend 1) in Fig. 1(b)

are derived based on Table I under the assumptions of: 1) maximum integration density, and 2) highest performance, which are not practical. However, the projected allowable maximum
power density (shown in Table I) is approaching saturation in the next few years due to limited capability for system level heat removal.

In addition to switching power, thermal problems are exacerbated by the fact that leakage power forms a significant fraction of total chip power consumption [8]. Compared to switching power consumption, leakage power is undesirable and becoming a dominant factor limiting CMOS transistor scaling [4], [9].

Subthreshold leakage is the main leakage contributor in nanoscale CMOS and is highly temperature sensitive [10]. It increases rapidly with scaling due to continuous reduction in the supply voltage ($V_{dd}$), which necessitates reduction of the threshold voltage ($V_{th}$) to maintain required performance. Since power consumption is converted into heat, operating temperature rises, which significantly increases subthreshold leakage. Moreover, threshold voltage decreases with temperature and results in even higher subthreshold leakage. Furthermore, since the gap between the wavelength of light for optical lithography and the polysilicon gate length is increasing [3], transistor channel length exhibits a significant amount of variations, which further increases leakage power as shown in Fig. 2(a) [8].

A. Impact of Leakage on Chip Thermal Management

Increasing leakage power has significant implications for thermal management strategies (including packaging and cooling solutions) for nanometer scale ICs. Traditionally, the impact of power on package level thermal management strategies can be understood by

$$\theta_{ja} = \frac{T_j - T_{amb}}{P_{chip}} \quad (1)$$

where $\theta_{ja}$ is a lumped value of the thermal resistance between the silicon junction to the ambient (environment outside the chip case). $P_{chip}$ is total chip power consumption. $T_j$ and $T_{amb}$ are the average junction and ambient temperatures, respectively. Typically, a higher value of $\theta_{ja}$ translates to a lower cost of the packaging and cooling solution. It can be observed that a larger value of $(T_j - T_{amb})$ allows a larger $\theta_{ja}$ for dissipating the same power ($P_{chip}$). In the recent past (for switching power dominant technologies), designers have allowed $T_j$ to increase with increasing $P_{chip}$, since maintaining larger $T_j$ relaxes $\theta_{ja}$ requirement. However, for deeply scaled technologies which are leakage dominant, larger $T_j$ exponentially increases subthreshold leakage, thereby influencing $\theta_{ja}$ and drastically increasing the cost of operation. The relationship between power dissipation and relative operating cost (including thermal management) is illustrated in Fig. 2(b).

B. Power Management via Device and Circuit Techniques

While continued scaling of CMOS technologies provides remarkable benefits in the form of higher transistor packing density, higher circuit performance, and lower cost of ICs, many leakage mechanisms of a nanoscale transistor become prominent [10], [12].

To suppress leakage, a significant amount of device level technology innovation and optimization has been applied. Short channel effects (SCE) [10], which lead to higher subthreshold leakage, have been shown to improve via substrate engineering. For instance, vertically nonuniform doping (retrograde channel profile) enhances inversion layer mobility because of lower surface doping [13], [14], while laterally nonuniform channel implants (halo doping) reduces threshold voltage roll-off by compensating 2-D charge-sharing effects in short channel transistors [15]–[17].

Another critical technology challenge is transistor gate tunneling leakage, which increases with ever-thinning silicon dioxide gate dielectric [18]. To alleviate this problem, a thicker insulating material with higher dielectric constant (High-$\kappa$) has been proposed to replace the thin silicon dioxide. Also, a metal gate electrode has been used to replace the polysilicon gate for better control of the threshold voltage [19], [20]. However, more investigations of this new structure are required, including tuning of appropriate metal gate work function, ensuring adequate channel mobility with high-$\kappa$, and ensuring gate dielectric reliability as well as good interface properties between insulator and semiconductor. Moreover, novel device structures (enhanced or beyond classical CMOS) including strained-Si, thin-body silicon-on-insulator, multigate devices (e.g., double-gate, FinFET, trigate, etc.), with better control of SCE have all been evaluated as attractive candidates as conventional bulk-CMOS approaches the scaling limit [6], [21]–[23].

Besides device level technologies, various circuit level power saving or management techniques are employed in state-of-the-art high-performance ICs. From a circuit point of view, switching and static power consumption can be modeled as

$$P_{switching} = aC_{eff}V_{dd}^2F \quad (2)$$

$$P_{leakage} = I_0e^{-V_{th}/\gamma S}(1 - e^{-V_{ds}/\gamma S})W_{eff}V_{dd} \quad (3)$$

where $a$ is the switching activity factor, $C_{eff}$ accounts for total effective output-load capacitance of the circuit, and $F$ denotes operating frequency. $I_0$ is the nominal leakage current, $W_{eff}$ is effective transistor width (transistor width that contributes to the leakage current) of the entire chip, $V_{ds}$ is drain to source voltage, and $\gamma$ is a device parameter [10]. Subthreshold swing ($S$) is defined by (4) as the inverse of the slope of drain current ($I_{ds}$) versus the gate to source voltage ($V_{gs}$) characteristic curve.
in subthreshold regime presented in a semilogarithmic plot. In (4), \( k \) is the Boltzmann constant, \( T \) is the temperature, and \( q \) is the electron charge

\[
S = \left[ \frac{\partial \log_{10}(I_{ds})}{\partial V_{gs}} \right]^{-1} \propto \frac{kT}{q}.
\] (4)

From (2) and (3), obviously, lowering \( V_{dd} \) and increasing \( V_{th} \) (through transistor channel length biasing and/or body biasing) can reduce power consumption. However, this requires trading-off performance [24] in conjunction with careful transistor sizing [25]. Relevant low-power design methodologies include dual—or multi—\( V_{dd} \) and \( V_{th} \) schemes as well as adaptive body biasing techniques [26]. Transistor gating is also considered for low-power or power-constrained designs. For instance, the clock gating technique is used to reduce clock tree power dissipation [27]. Power gating and sleep transistor insertion techniques reduce leakage by turning off idle circuitry [28]. At the architecture level, pipelining and parallel (including multicore) structures are often implemented in low-power designs. The throughput can be maintained at a lower \( V_{dd} \) by parallel implementation. Also, applying pipelining can reduce power consumption while the switching rate and \( V_{dd} \) are reduced [29]. However, these methods reduce power consumption at the cost of area, performance, or noise margin penalty.

As power and thermal problems become more critical with technology scaling, device and circuit level power reduction techniques alone may not suffice, particularly in light of the tradeoffs between various design metrics that such techniques necessitate. Hence, it is worthwhile to simultaneously explore other potential knobs beyond the existing or evolving array of device and circuit techniques for power and thermal management. As in many practical instances, we need an exponential to fight another exponential. Therefore, chip cooling could be an attractive option for leakage control and power/thermal management of high-performance ICs (as evident from (3) and (4) above).

C. Scope of this Work

Low temperature CMOS operation has been consistently studied for decades as a promising approach for improving performance due to higher carrier mobilities and for extending CMOS technology with steeper subthreshold slopes (smaller \( S \)) [30]–[36], especially in the range of sub-ambient temperatures. Prior work in chip cooling has primarily focused on sub-ambient [37], [38] or cryogenic [30], [31] temperatures (Fig. 3). However, the practicality of such operating temperatures is questionable. Moreover, these analyses were carried out at the device or circuit level only, without any system level considerations (including cooling power consumption). Although cooled chip operation can be expected to improve device and circuit level performance and reliability, there is no well-defined methodology which quantifies the real benefits of cooling in a holistic manner.

This paper presents a comprehensive evaluation of IC cooling applied to deeply scaled technologies in the range of practical temperatures (practical commercial range in Fig. 3) for high-performance ICs, including microprocessors [39]. In addition to device and circuit level implications, the benefits of cooling are also quantified from a system level power dissipation point of view. Moreover, various cooling options are discussed. Also, global and localized cooling are analyzed for hot-spot management.

The rest of this paper is organized as follows. Benefits of cooling at the device level are presented via detailed scaling analysis in Section II. This section includes: 1) comparisons between bulk and partially-depleted SOI (PD-SOI) type transistors in both ON and OFF states. 2) ratio of drive to leakage current \( (I_{on}/I_{off}) \) as a function of temperature at different technology nodes. 3) strategies for exploiting the benefit of cooling at the device level. In Section III, the impact of cooling at the circuit level is discussed. Analysis at the system level, including associated system power to quantify the real benefits of cooling, is illustrated in Section IV. In Section V, various cooling options are briefly discussed. A leakage-aware self-consistent substrate thermal profile estimation technique is then employed to compare the substrate temperature profile of a high-performance IC under global and localized cooling, and implications for hot-spot management are discussed. Finally, concluding remarks are made in Section VI.

II. IMPACT OF COOLING AT THE DEVICE LEVEL

The primary motivation for employing cooling has been the increase in performance due to the improvement of carrier mobility. Mobility increases as temperature decreases mainly because of the reduction of carrier scattering caused by thermal vibrations of the semiconductor crystal lattice.

Transistor carrier mobility is a function of electric field, doping concentration, and temperature [10]. First-order carrier mobility \( (\mu) \) in the saturation mode around room temperature can be modeled by (5), where \( n \) is around 1.3 and 1.2 for electrons and holes, respectively [32]. The mobility improvement is beneficial for enhancing CMOS performance.

\[
\mu \propto T^{-n}.
\] (5)

Note that at cryogenic temperatures (\( \leq 77 \) K), carrier mobility will be limited by impurity scattering. Thus, doping concentration needs to be considered in the mobility model for better accuracy [10].

As already shown in (4), the subthreshold swing \( (S) \) has the unit of millivolts per decade and represents sharpness.
of the transistor drain current transition between ON and OFF states. Typically, it is preferred to have a steep slope (i.e., a smaller value of $S$). Fig. 4(a) shows the $I_{ds}-V_{gs}$ curves for N-MOSFET at different operating temperatures (simulation based on [40] and [41]). The advantage of low temperature operation can be easily observed from (4) and Fig. 4(a) as $S$ is directly proportional to temperature.

The threshold voltage ($V_{th}$) of N-MOSFET is modeled by (6) when $V_{ds}$ is small. Note that when $V_{ds}$ is large, $V_{th}$ decreases due to the effect of drain-induced barrier lowering. $V_{th}$ denotes the flat-band voltage, while $\Psi_B$ is the potential difference between the Fermi level and intrinsic level. $\varepsilon_{si}$ is silicon permittivity, $N_a$ is the acceptor impurity density, and $C_{ox}$ is the oxide capacitance per unit area [10]

$$V_{th} = V_{fb} + 2\Psi_B + \frac{4\varepsilon_{si}qN_a\Psi_B}{C_{ox}}.$$  \hspace{1cm} (6)

In (6), both $V_{fb}$ and $\Psi_B$ are temperature dependent. In general, the temperature dependence of $V_{th}$ is around $-1$ mV/K [10]. Fig. 4(b) illustrates the value of $V_{th}$ at different operating temperatures (simulation based on [40] and [41]). Note that although $V_{th}$ increases at lower temperatures and partially offsets the performance improvement resulting from the higher carrier mobility, the transistor on-current still increases at lower temperatures (Fig. 5).

A. Enhancing Transistor Drive Current

The impact of cooling at the device level for bulk CMOS and floating-body PD-SOI type transistors is analyzed in the practical temperature range indicated in Fig. 3. Thin-body SOI CMOS is an attractive alternative to bulk CMOS due to superior electrostatics and speed (lower junction capacitance), as well as lower subthreshold swing and latch-up/SER immunity. Fig. 5 compares the $I$–$V$ characteristics of bulk and floating-body PD-SOI type transistors at different temperatures. Due to the smaller mobility of holes compared to that of electrons, the maximum drain current of P-type transistors are smaller than that of identical size N-type transistors.

Fig. 6 shows that drive (drain) current capability increases with transistor scaling. Due to higher carrier mobility at lower temperatures, it can be observed from Figs. 5 and 6 that higher drive current can be achieved by cooled operation across all technology nodes. In Fig. 7(a), while it is evident that drive current increases at lower temperatures for both bulk and PD-SOI, it is observed that SOI type transistors show greater sensitivity to temperature. This is due to the fact that the body to source voltage ($V_{BS}$) of PD-SOI increases as temperature decreases [42], which causes a smaller increase in the saturated threshold voltage of PD-SOI type transistors compared to bulk transistors at lower temperatures, as shown in Fig. 7(b). Thus, the enhancement of drive current of PD-SOI transistors at lower temperatures is higher than that in bulk transistors.
Fig. 8. Device subthreshold characteristics at different temperatures. (a) Bulk MOSFET for 45 nm (V_{dd} = 1.0 V) and 90 nm (V_{dd} = 1.2 V) effective channel length. (b) Bulk MOSFET versus PD-SOI with effective channel length of 45 nm (V_{dd} = 1.0 V) and 120 nm (V_{dd} = 1.5 V), respectively.

Fig. 9. Transistor OFF-state leakage current for (a) N-FET and (b) P-FET with shrinking device channel length. OFF-state leakage current decreases significantly under cooled operation.

Fig. 10. OFF-state leakage current for (a) N-FET and (b) P-FET as a function of temperature at different technology nodes.

B. Reducing Transistor Leakage

The device subthreshold characteristics for both bulk and SOI type transistors are shown in Fig. 8. The device under cooled operation clearly exhibits a steeper subthreshold slope than that under normal operation. It can be observed from Fig. 9 that subthreshold leakage increases exponentially with transistor scaling, while Fig. 10 shows that the leakage decreases exponentially with lower operating temperature. Hence, cooling can very effectively offset the increase in leakage current due to technology scaling, which is desirable for improving performance. Thus, as shown in Fig. 11(a), lowering of temperature significantly improves the J_{on} to J_{off} ratio for bulk as well as for SOI devices at all technology nodes. Note that the P-MOSFET has higher ratio than the N-MOSFET. This is due to the fact that at the same technology node, J_{off} is much lower for P-MOSFET as shown in Fig. 8(a), which is plotted using a logarithmic scale.

Fig. 11(b) shows the amount of cooling that will be needed to meet the ITRS prescribed requirement for saturation drive current without redesign.

C. Exploiting the Benefits of Cooling at the Device Level

Fig. 12(a) summarizes the relative improvement in performance as a result of cooling for different design strategies. The benefit of cooling alone can be seen in the scenario where no redesign is employed (same device). It is important to note that although the threshold voltage increases at lower operating temperatures and partially offsets performance improvement gained from higher carrier mobility, cooling still provides a net improvement in performance. Additionally, redesign strategies can be used to further enhance the benefit of cooling. For instance, adjusting threshold voltage by body-biasing (e.g., applying forward body bias to lower threshold voltage in N-MOSFET) to maintain the same threshold voltage (same V_{th}) at lower temperatures shows a higher net performance improvement mainly due to higher mobility. Further lowering
lead to lower power dissipation [47]. Benefits of cooling on front-end and back-end reliability have been recently demonstrated in [48].

Fig. 13 shows the increase of active (switching) power dissipation (due to higher frequency of operation) at different operating temperatures for the same design scenarios analyzed in Fig. 12(a). Although lower temperature enhances the performance and reliability at the device and circuit level, the improvement in performance comes at the cost of increasing power dissipation. Moreover, it is inadequate to analyze the benefit of cooling while simply considering switching \(P_{\text{switching}}\) and leakage \(P_{\text{leakage}}\) power dissipation at the device level and ignoring the additional cooling power \(P_{\text{cooling}}\) required to achieve lower junction temperature. The aspect of system level power dissipation is addressed in the following section.

IV. ANALYSIS OF COOLING AT THE SYSTEM LEVEL

A variety of cooling technologies have been proposed for improving high-performance ICs [49]–[58]. It has been shown that system performance cannot be correctly evaluated without considering electrothermal couplings, junction temperature, and associated cooling power [59]. The inset of Fig. 14(a) shows the improvement of electrothermally-aware system level performance while applying cooling. As expected, similar to analyses at the device and circuit level, system performance will always improve under cooled operation. However, considering improvements in performance alone cannot quantify the real benefits of cooling—associated system power must be taken into account. As a result, existing metrics in the literature that trade-off power and performance, such as energy-delay-product may not be meaningful for leakage-dominant technologies if electrothermal couplings are neglected, which translates to neglecting the dynamic nature of system performance improvement with power.

Fig. 14(a) shows leakage power dissipation for two identical test microprocessor designs at different technology nodes under the application of active cooling, using the methodology described in [59]. It can be observed that leakage power dissipation decreases significantly as more cooling power is applied and the reduction of leakage power (leakage power reduction per °C) becomes greater as technology scales.

Fig. 14(b) and (c) show that chip power \(P_{\text{chip}} = P_{\text{switching}} + P_{\text{leakage}}\) decreases as more cooling is applied, mainly as a result of decreasing leakage power as shown in Fig. 14(a). The total system power \(P_{\text{system}} = P_{\text{chip}} + P_{\text{cooling}}\), however, decreases only as long as the savings in chip power dissipation remains greater than the additional power required for cooling. Note that \(P_{\text{cooling}} = (1 - \eta) \cdot P_{\text{chip}}\), where \(\eta\) is the cooling efficiency \(\eta < 1\). Hence, it can be observed from Fig. 14(b) and (c) that there is a clear minimum point in the curve of total system power \(P_{\text{system}}\) that determines the practical limit of operating temperature \(T_{\text{limit}}\), beyond which further cooling does not lead to any overall system power savings. This limit occurs at an increasingly lower temperature as technology scales (from 90 to 45 nm). Since performance increases at lower operating temperatures [shown in the inset of the curve of total system power in Fig. 14(c)].

of the threshold voltage to maintain the same OFF-state leakage current (same leakage) at lower temperatures, results in maximum improvement in performance that can be achieved by cooling. As shown in Fig. 12(a), redesign strategies become increasingly effective in exploiting the benefits from cooling as technology scales.

III. IMPACT OF COOLING AT THE CIRCUIT LEVEL

Higher device drive (drain) current capability at lower temperature enhances circuit performance. The distribution of gate propagation delay of a nine-stage inverter chain (30 samples) under different operating temperatures was estimated by Monte Carlo analysis. As shown in Fig. 12(b), the mean value \(\mu\) of gate propagation delay improved by 9% at the lower temperature. Moreover, variation in the circuit performance due to channel length variation can also be mitigated. \(\sigma^2\) reduces by 13% from 125 °C to 25 °C. Furthermore, cooled operation benefits back-end performance and reliability. Lower operating temperatures lead to smaller wire resistance per unit length, which reduces delay in signal lines and static IR-drop in power/ground networks [43]. Reliability of interconnects [electromigration (EM)] [44] and inter-layer dielectrics (Time-Dependent Dielectric Breakdown) [10] also improves due to cooling. For semiglobal and global wires, more aggressive interconnect scaling (narrower width with fixed or narrower spacing) can be allowed under cooled operation without degrading RC delay and EM reliability. This would also improve the wireability of the chip. On the other hand, scaled wires can offset any inductive effects that may become prominent due to reduced resistance per unit length at lower temperatures [45]. Thus interconnect scaling and cooled operation can be mutually beneficial. Also, at lower temperatures, intra-wire capacitance per unit length can be reduced significantly for smaller aspect ratio wires (reduced metal thickness with constant width) while maintaining the same resistance per unit length. This will lower the delay per unit length, and thereby enhance the rate at which bits can be transmitted per unit chip edge, i.e., bandwidth [46]. Lower delay per unit length will also reduce the number and size of repeaters needed along global interconnects, which will

Fig. 13. Relative power factor (calculated based on switching power dissipation) for three scenarios at different operating temperatures, normalized to the values at 100 °C. Note that only two scenarios (same device and same \(V_{th}\)) are shown for the PD-SOI case. Three scenarios are shown for N-MOSFET. The upper lines (higher relative power factor) correspond to N-MOSFET with 45 nm effective channel length and the lower lines are for 90 nm. The relative power factor of PD-SOI with 120 nm effective channel length at 100 °C is 46% higher than that of the N-MOSFETs (with 45 and 90 nm effective channel lengths).
Fig. 14. Electrothermally-aware system level evaluation of power dissipation. A minimum $P_{\text{system}}$ determines the practical limit beyond which further cooling does not lead to any power saving. (a) $P_{\text{leakage}}$ as a function of operating temperature. The inset shows that chip frequency increases as operating temperature decreases. (b) Minimum $P_{\text{system}}$ (90 nm) is around 60°C ($T_{\text{limit}} = 60^\circ\text{C}$). (c) Minimum $P_{\text{system}}$ (45 nm) is around 50°C ($T_{\text{limit}} = 50^\circ\text{C}$).

Fig. 15. Electrothermally-aware system level evaluation of power dissipation for 45 nm module. $P_{\text{system}}$ and $P_{\text{chip}}$ curves are from Fig. 14 (c). The system power with 70% enhanced cooling efficiency ($P_{\text{system, enhanced}}$) is also shown. In addition, the frequency versus operating temperature curve for 45 nm module is superimposed and plotted using the second y-axis. "•" denotes the $T_{\text{limit}}$ from Fig. 14 (c) and "■" denotes the $T_{\text{limit}}$ with enhanced cooling efficiency. The minimum point of $P_{\text{system, enhanced}}$ moves toward a lower temperature which leads to higher performance.

Fig. 16. Electrothermally-aware system level evaluation of power dissipation and operating temperature of 100 nm Module. Four different supply voltage scenarios (0.6, 0.8, 1.0, 1.2 V) are demonstrated under passive and active cooling. $P_{\text{system}}$ for the case of passive cooling (left bar) has a detailed breakdown of the power consumption ($P_{\text{leakage}}$ and $P_{\text{switching}}$) while the case of active cooling (right bar) has a detailed breakdown of power ($P_{\text{leakage}}, P_{\text{switching}},$ and $P_{\text{cooling}}$). For the case of $V_{\text{dd}} = 1.2$ V, $P_{\text{system}}$ for active cooling is less than that for passive cooling.

Table II

<table>
<thead>
<tr>
<th>Summary of Major Active Cooling Options [49]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology</strong></td>
</tr>
<tr>
<td>Fan sinks + heat pipe (hybrid)</td>
</tr>
<tr>
<td>Thermoelectric</td>
</tr>
<tr>
<td>Liquid cooling</td>
</tr>
<tr>
<td>Direct immersion</td>
</tr>
<tr>
<td>Refrigeration</td>
</tr>
<tr>
<td>Cryogenics</td>
</tr>
</tbody>
</table>

V. OPPORTUNITIES FOR THERMAL MANAGEMENT

A. Cooling Techniques

Cooling techniques can be broadly classified into two types based on cooling power consumption. Passive cooling ($P_{\text{cooling}} = 0$) denotes cooling by conduction (heat sink) and/or natural convection by air, while active cooling represents different types of cooling schemes with associated external cooling power ($P_{\text{cooling}} > 0$). Typically, pure passive cooling is only applicable for systems with low power consumption due to its low heat removal capability, which is limited by the heat sink (size, thermal conductivity, etc.) and surrounding temperature. Depending on the application, different active cooling technologies have been explored and evaluated. Table II
summarizes the pros and cons for various major active cooling options [49].

Cooling techniques for sub-ambient temperature operation, in-cluding refrigeration and cryogenics, are only applicable for specialized use to achieve required performance when cost and cooling power consumption are not the primary concerns. The efficiency of various refrigeration techniques can be compared by the coefficient of performance (COP), which is defined as the ratio of cooling capacity to power consumption by the refrigerator \( \text{COP} = \frac{Q_{\text{cooling}}}{W_{\text{power}}} \), where \( Q_{\text{cooling}} \) is the cooling capacity and \( W_{\text{power}} \) is the power consumption by the refrigerator. In [60], various refrigeration techniques are listed and discussed.

For operations above the ambient temperature, among the major cooling options listed in Table II, hybrid cooling (involving fan, heatsink, and heat pipe) is by far the most commonly employed approach for current commercial high-performance ICs, including microprocessors, because of the cost-driven market. The heat removal capability of air cooling is mainly determined by Newton’s law of cooling as shown in (7), where \( Q \) denotes the heat flow (heat removal in watt), \( h \) is the convection heat transfer coefficient, \( A \) is the surface area, \( T_{\text{surface}} \) denotes the surface temperature, and \( T_f \) is the fluid (air) temperature

\[
Q = hA(T_{\text{surface}} - T_f). \tag{7}
\]

Heat removal capability by air (hybrid) cooling can be enhanced by increasing \( h \), \( A \) and \( T_{\text{surface}} \) with efficient forced convection (fan), novel heatsink design, and better packaging materials with low thermal resistance, respectively.

Moreover, the limit of heat removal capability \( Q \) can be further improved by using liquid as the coolant (water-cooled heatsink). The concept of microchannel cooling with liquid has been introduced and investigated for applications with higher heat removal requirements (e.g., large size or array of high performance ICs). In [51], experimentally, a thermal resistance of \( 0.09 \text{ } ^{\circ} \text{C}/\text{W} \) is demonstrated over a uniform area of \( 1 \text{ cm}^2 \) with power density of \( 790 \text{ W/cm}^2 \) (the substrate temperature rise was \( 71 \text{ } ^{\circ} \text{C} \) above the input liquid temperature of \( 23 \text{ } ^{\circ} \text{C} \)). Microchannels with single- and two-phase cooling are also investigated and discussed in [52]. While two-phase cooling can potentially achieve lower thermal resistance and better heat removal capacity, this technology is still under development.

However, due to the presence of hot-spots (larger thermal gradient) [3] on the substrate of high-performance ICs, the need for localized (selective) cooling necessitates innovative microcoolers such as solid-state thin-film thermoelectric coolers (TEC) and ionic wind engines [61]. Recently, thin-film TEC is becoming an attractive option mainly due to its compact structure and larger cooling capability [55]–[58].

### B. Effective Cooling Strategy for Hot-Spot Management

To comprehend the impact of cooling on thermal gradients and hot-spots, a self-consistent electrothermal substrate thermal profile generating methodology has been developed (Fig. 17) [62], [63]. Thermal parameters of a typical microprocessor package structure, Flip-Chip Land-Grid-Array and a socket that interfaces with the printed-circuit board were used for the

Thermal profile estimation. The package thermal model used in this analysis and thermal parameters of different packaging layers are listed in [63]. This methodology is based on solutions of the parabolic heat partial differential equations (both vertical and lateral heat transfer are considered) incorporating an electrothermally-aware self-consistent approach [59]. The parabolic PDEs were solved using the Alternating-Direction-Implicit method [64] for achieving high computation efficiency.

An example chip design (die size: \( 10 \text{ mm} \times 10 \text{ mm} \)) with power densities per functional block is shown in Fig. 18(a). The substrate temperature profile, Fig. 18(b), shows several hot-spots and the highest junction temperature is around \( 73 \text{ } ^{\circ} \text{C} \). Although the results shown here are specific to the aforementioned IC, the conclusions drawn are more generic. Fig. 19 shows the effect of applying global and localized cooling strategies on hot-spot management. As shown in Fig. 19(a), a lower junction-to-ambient thermal resistance \( (\theta_{ja}) \) obtained by applying global cooling (through better interface material, higher cooling efficiency, etc.) reduces the maximum junction temperature. However, on-chip hot-spots and thermal gradients still remain. On the other hand, localized cooling solutions such as local spray cooling and thin-film thermoelectric coolers can be applied to eliminate the hot-spots. For example, if a thin-film thermoelectric cooler is placed on the backside of the wafer below the location of the bottom-right hot-spot, it can effectively eliminate the targeted hot-spot as shown in Fig. 19(b).

### VI. CONCLUSION

In conclusion, a comprehensive analysis of chip cooling for various nanometer scale bulk-CMOS and SOI technologies combining device, circuit and system level considerations along with electrothermal couplings between power, frequency and die temperature has been presented. At the device level, it is shown that floating-body PD-SOI based technologies are more responsive to cooling. It is also demonstrated that lowering the operating temperature in leakage-dominant nanometer scale CMOS technologies can reduce overall cost, since the power
Fig. 18. (a) Functional block layout of a test chip showing power density associated with each block. Nominal total power consumption is 90 W. (b) Spatial substrate temperature profile of the test chip generated using the methodology described in Fig. 17. Four hot-spots can be observed. The highest temperature ($T_{\text{max}}$) is around 73 $^\circ$C.

Fig. 19. (a) Spatial substrate temperature profile of the test chip generated using the methodology described in Fig. 17. It is assumed that the thermal resistance of all packaging layers reduces by 20% under global cooling. Although $T_{\text{max}}$ ($70^\circ$C) decreases, the hot-spots remain. (b) Temperature profile of the test chip after integrating a thin-film thermoelectric cooler at the bottom-right hot-spot. Now, only three hot-spots can be observed.

The expression for the lower limit of switching energy considering both classic and quantum transport phenomena is summarized below (based on [7]) for the convenience of the readers.

\[ E_{\text{SNL}} = \frac{kT}{e} \ln(2) \]

\[ E_{\text{barrier}} = \frac{e^2}{2m^*} \frac{1}{a} \]

\[ E_{\text{classical}} = eV \]
per switching ($E_{SNL}$) is the solution of the following equation where $\Pi_{\text{classic}}$ denotes the probability of transitions between two wells, $E_b$ is the barrier energy, $k$ is the Boltzmann constant, and $T$ is the temperature. Note that the distinguishability is lost when the probability ($\Pi_{\text{classic}}$) is 50% (i.e., $\phi_{\text{classic}} = 0.5$)

$$\Pi_{\text{classic}} = \exp\left(\frac{E_b}{kT}\right) = 0.5 \Rightarrow E_b = E_{SNL} = kT\ln(2). \quad (A1)$$

However, when barrier width ($a$) is small, the electron can pass through the barrier by tunneling even if the energy of the particle is less than $E_b$. The probability of tunneling ($\Pi_{\text{quantum}}$) is given by the Wentzel–Kramers–Brillouin approximation [65]

$$\Pi_{\text{quantum}} = \exp\left(-\frac{2\sqrt{2m}}{\hbar}a\sqrt{E_b}\right) \quad (A2)$$

where $m$ denotes the effective mass of the particle, and $\hbar$ is the Dirac constant (reduced Planck constant).

Therefore, the minimal energy per switch at the limits of distinguishability including classic and quantum transports can be solved when the total probability ($\Pi_{\text{error}}$) of transitions equals 50% (0.5) as shown in

$$\Pi_{\text{error}} = \Pi_{\text{classic}} + \Pi_{\text{quantum}} - \left(\Pi_{\text{classic}} \cdot \Pi_{\text{quantum}}\right) = 0.5. \quad (A3)$$

An approximate solution for (A3) is shown in (A4) and the minimal energy ($E_{b}^{\text{min}}$) is around $3.21 \cdot 10^{-21}$ J at 300 K

$$E_{b}^{\text{min}} \cong kT\ln(2) + \frac{\hbar^2}{8ma^2}. \quad (A4)$$
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