Abstract—In this paper, we consider the problem of precise step length control on underactuated hopping robots, integrating analytical SLIP-based trajectories on a hardware inspired hopper model that includes series-elastic actuation (SEA), leg mass and inertia. Additionally, in the model considered the body center of mass (CoM) is not collocated with the hip joint, and must be stabilized for successful hopping. The majority of recent work with hopping robots is geared towards providing a discrete set of stable limit cycles, and is thus not well suited for non steady-state motions which are required for foothold placement in the real world. Therefore, this work focuses on developing control methods capable of dynamically switching between strides, and thus allowing footholds to be controlled on a step-to-step basis. Building on previous work, we illustrate how high-order partial feedback linearization (HOPFL) can be implemented directly on the leg-length state, and show how to apply these results so that algorithms designed for the SLIP model already widely available in the literature can be accurately implemented as reference trajectories. Furthermore, we develop control laws for the hip torque in order to both stabilize body motions and force the resulting leg angle trajectories to be analytically tractable as following the SLIP model’s dynamics.

I. INTRODUCTION

Hopping robots are relatively simple systems that still capture key features involved in dynamic locomotion. These systems are known to have many parallels towards running gaits in animals and humans [1], as well as more general and/or multi-legged robots [2]. To achieve highly compliant legs capable of dynamic running gaits with potentially high energy efficiency, we typically consider robot models with springs in series with their legs [3], [4]. This has led to the development of many hopping and other series-elastic-actuated robots [5], [6], [7], [8], including well-known work led by Raibert [9], which produced many successful but heavily tuned experimental methods and results. Despite a significant amount of literature regarding these hopping systems, precision control remains a quite challenging problem.

The prevalent model used to characterize hopping robots, and describe some general trends for running systems, is the Spring Loaded Inverted Pendulum (SLIP) model [10]. Although a quite simple model, the dynamics of this system are not analytically solvable. Many works have provided approximation techniques of varying levels of complexity [11], [12], [13], [14] in order to facilitate development of on-line state prediction and control. Most recently, [15] proposes to not only augment SLIP with a series-elastic actuator (SEA), but use this active term to simplify the leg dynamics such that approximations can be employed to a high level of accuracy. These new approximation methods result in SLIP not only being a source of inspiration when studying qualitative features of hopping/running gaits, but a tool for generating analytical hopping trajectories with low computational cost that can be used as references in more complicated hopping and/or running systems.

Having two actuators and four dynamic states, the hopping robot FRANK, seen in Fig. 1, is highly underactuated. Furthermore, the body CoM does not coincide with the robot’s hip joint, giving rise to non-linear coupling dynamics between leg and body. The problem of stabilizing non-trivial pitch dynamics for asymmetrical hoppers has been previously studied [16], [5], [17], [18], [19], but it remains largely unsolved in terms of precise foothold placement. Fairly recent work by Poulakakis and Grizzle based on the robot Thumper [18] has shown that Hybrid Zero Dynamics can be used to embed classical SLIP solutions as steady-state trajectories for these kind of systems. While body stability is analytically provable in the case of steady-state gaits, these methods are highly complex and somewhat ill-suited for the case of foothold selection, as this can require non steady-state gaits to be feasible. Our past work in [19] provides offline trajectory generation methods that are enforced on-line directly on the CoM states, where both control inputs (torque at the leg and torque at the hip) are
planned concurrently to orient the ground reaction force vector and maintain body stability. However, the trajectory design process is challenging, as trajectories for desired step lengths are difficult and time consuming to construct in the presence of analytically unsolvable dynamics.

This work aims to develop methods capable of incorporating fast analytical SLIP-based approximations in our trajectory planning. In our previous work [20] we focused on a model of FRANK omitting body angle dynamics, achieved in hardware by mechanically locking the body with respect to the leg. We intentionally left the hip angle actuator $u_{\text{hip}}$ completely unused (i.e., passive) during the stance phase, and provided motivating hardware results implementing high-order partial feedback linearization (HOPFL) on the leg state of the robot. We now consider the problem of designing SLIP-based trajectories for the leg state and augmenting them to be implemented concurrently with non-zero hip actuator control laws, which are required to provide body stability. We show that during the ballistic phase, the leg-body coupling dynamics due to the non-zero leg mass can be analytically approximated using small angle approximations. Similarly, we illustrate how to approximate the body dynamics during the stance phase, such that a control strategy can be developed to both provide body stabilization and force the leg dynamics to be analytically computable from our SLIP-based solutions. By pairing these methods with the use of HOPFL on the leg length dynamics, we can use SLIP-based approximations even in the presence of both complex SEA and body dynamics, and obtain accurate step length results.

The rest of the paper is organized as follows. Section II overviews modelling of hopping robots, and Section III illustrates how to implement HOPLF on the robot leg state and construct analytical SLIP-based trajectories as reference trajectories for our model. Section IV provides approximations of the leg-coupling body dynamics and develops a control law for the torque input at the hip. Lastly, Section V provides our step-length regulation algorithm and simulation results.

II. HOPPER MODELING

In this section we discuss dynamical modeling of hopping robotic systems. The classical model used to describe hopping robots is SLIP, which we present to compare and contrast with the more complex model of our robot FRANK.

A. The Active SLIP Model

The trajectories generated for the leg state in this work are partially generated by approximate solutions to the active SLIP model. The SLIP model is a hybrid system, and its dynamics can be divided in two phases, as in Fig. 2: a flight phase, purely ballistic with respect to the center of mass; and a stance phase, characterized by ground contact between the foot and the ground. In the active SLIP, the leg is equipped with a series-elastic actuator to artificially compress/extend the spring, thus varying the system’s net energy. The equations of motion for the stance phase can be easily computed via a Lagrangian approach, and expressed in polar coordinates as:

$$\ddot{L} = -\frac{k}{m}(L - L_0 - L_a) - g \cos \theta + L \dot{\theta}^2$$  \hspace{0.5cm} (1)

$$\ddot{\theta} = 2 \frac{L \dot{\theta}}{L} - \frac{g}{L} \sin \theta$$  \hspace{0.5cm} (2)

where $L$ is the leg length and $\theta$ is the angle the leg forms with respect to the ground, as shown in Fig. 2. Additionally, $k$ is the spring stiffness, $m$ is the mass of the body, and $L_a$ is the actuator’s length.

B. 2D SEA Hopper Model

The model we study for this work is based on the robot FRANK (FRANK: Robot Acronym Not Known), seen in Fig. 1. Note that our angle and state conventions largely parallel Raiberts original work [16]. The robot has both a body mass non collocated with the hip joint and non-zero leg mass and inertia. Similar to SLIP, this system can be described as having a flight phase and a stance phase. During the flight phase the system follows ballistic dynamics (omitted here due to space limitations). During the stance phase the states $X$ of the system are given as

$$X = [\theta, \phi, L, L_a, \dot{\theta}, \dot{\phi}, \dot{L}, \dot{L_a}]^T$$  \hspace{0.5cm} (3)

where $\theta$ represents the leg angle, $\phi$ represents the body angle, $L$ represents the leg length, and $L_a$ represents the position of the SEA. It can be shown using a Lagrangian approach that the dynamics of the stance phase are

$$\begin{bmatrix}
\dot{\theta} \\
\dot{\phi} \\
\dot{L} \\
\dot{L_a}
\end{bmatrix} = M^{-1} \begin{bmatrix}
\begin{array}{c}
-NK_1 u_{\text{hip}} \\
-NK_1 u_{\text{hip}} \\
b_1 L - f_2 \text{sgn}(L) \\
-\nu u_{\text{leg}} - b_1 L_a - f_1 \text{sgn}(L_a)
\end{array}
\end{bmatrix}$$  \hspace{0.5cm} (4)
where matrices $M$ and $C$ are both functions of $X$. The actuator variable $u_{\text{leg}}$ outputs current to drive the leg angle actuator on the robot with motor torque constant $K_t$ and gear ratio $N$. Similarly, $u_{\text{act}}$ outputs current to drive the SEA via motor force constant $\nu$. The coefficients $b$ and $f$ represent damping and Coulomb frictional constants respectively. In the SLIP model $L_a(t)$ is the control variable and can typically be chosen freely: the input/output pair is $(L_a, L)$. For more realistic implementations such as FRANK, however, $L_a(t)$ itself is typically driven by a motor torque, $\tau$ (or, equivalently, an input current $u_{\text{leg}}$), thus the SEA position $L_a(t)$ is an additional degree of freedom and cannot change instantaneously as in the Active SLIP model.

The transitions between stance and flight, denoted take-off (TO) and touch-down (TD), are discrete events at which additional energy in the system is lost due to the mass in the robot’s leg. The result of these impact dynamics, which are omitted here due to space limitations but can be seen in [19], is an instantaneous reduction to the velocities of the CoM at these times, with the amount lost proportional to the ratio of body (sprung) and leg (unsprung) masses. Note that while the touch-down angle can be chosen and controlled during flight, all control authority using the SEA to regulate a ballistic trajectory must be accomplished in the preceding stance phase. All simulation results presented in this paper use realistic model parameters obtained via system identification of the robot FRANK, and can be seen in Table I.

### Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_B$</td>
<td>7.59 kg</td>
<td>Sprung (body) mass</td>
</tr>
<tr>
<td>$m_l$</td>
<td>0.548 kg</td>
<td>Unsprung (leg) mass</td>
</tr>
<tr>
<td>$m_c$</td>
<td>1.11 kg</td>
<td>Effective actuator mass</td>
</tr>
<tr>
<td>$J_l$</td>
<td>0.015 kg m²</td>
<td>Leg inertia</td>
</tr>
<tr>
<td>$J_B$</td>
<td>0.322 kg m²</td>
<td>Body inertia</td>
</tr>
<tr>
<td>$l_a$</td>
<td>54.3 cm</td>
<td>Natural leg length</td>
</tr>
<tr>
<td>$l_1$</td>
<td>16.2 cm</td>
<td>Body CoM dist. from hip</td>
</tr>
<tr>
<td>$K$</td>
<td>2.389 N/m</td>
<td>Main spring constant</td>
</tr>
<tr>
<td>$c$</td>
<td>0.002 m</td>
<td>Main spring pre-load</td>
</tr>
<tr>
<td>$k_p$</td>
<td>245.18 N/m</td>
<td>Tension spring constant</td>
</tr>
<tr>
<td>$c$</td>
<td>0.114 m</td>
<td>Tension spring pre-load</td>
</tr>
<tr>
<td>$K_t$</td>
<td>0.0369 N/m/A</td>
<td>Motor gear ratio</td>
</tr>
<tr>
<td>$\nu$</td>
<td>59.1 N/A</td>
<td>SEA actuator constant</td>
</tr>
<tr>
<td>$b_1$</td>
<td>1.74 N/s/m</td>
<td>SEA linear friction</td>
</tr>
<tr>
<td>$b_2$</td>
<td>0.91 N</td>
<td>SEA coulomb friction</td>
</tr>
<tr>
<td>$b_2$</td>
<td>1.08 N/s/m</td>
<td>Leg coulomb friction</td>
</tr>
<tr>
<td>$b_3$</td>
<td>0.53 N</td>
<td>Leg coulomb friction</td>
</tr>
<tr>
<td>$u_{\text{max}}$</td>
<td>20 A</td>
<td>Maximum current input</td>
</tr>
</tbody>
</table>

### III. HOPFL Control of SLIP-based Trajectories

This section illustrates how to build the HOPFL controller on the leg length state, implementing analytical SLIP-based solutions as reference trajectories. An expanded discussion along with motivating hardware results on FRANK with the body mechanically locked can be seen in [20]. Construction of the body stabilizing hip torque controller and the complete step length regulation algorithm are then provided in Sections IV and V respectively.

#### A. HOPFL Construction

We want to use $u_{\text{leg}}$ to directly control $L$ (not $L_a$), and since our system has potentially both nonlinear frictional effects and leg angle dynamics we would like to negate, we propose to use feedback linearization to accomplish both goals. Since $u_{\text{leg}}$ does not directly affect $\dot{L}$ due to the presence of the series elastic spring element, we must map the feedback linearization to a higher order state than is typically used for control of underactuated mechanical systems [21], [22]. In this case, we must take two additional derivatives for our control variable $u_{\text{leg}}$ to directly affect $L$. We approximate the non-differentiable Coulombic terms with a scaled arctan function, and generate the approximate dynamics as

$$W = M^{-1} \begin{pmatrix} -NK_t u_{\text{hip}} \\ NK_t u_{\text{hip}} \\ -b_2 \dot{L} - \frac{2f_2}{\nu} \atan(\frac{\dot{L}}{\nu}) \\ -\nu u_{\text{leg}} - b_1 L_a - \frac{2f_1}{\nu} \atan(\frac{\dot{L}_a}{\nu}) \end{pmatrix}$$

(5)

We proceed by taking two derivatives of the state acceleration equations in (5) to obtain the dynamics for the jounce of the system as

$$\Lambda(X, u_{\text{leg}}, u_{\text{hip}}, \dot{u}_{\text{hip}}) = \frac{d^2}{dt^2} W$$

(6)

Note that this differs from our body-locked work in [20], where $u_{\text{hip}}$ was left unused. We lastly substitute (6) in (5) and extract the component of $\Lambda$ corresponding to the leg-length state to form our control variable as

$$\ddot{L} = \gamma_L u_{\text{leg}} + \beta_L \dot{u}_{\text{hip}} + \eta_L \ddot{u}_{\text{hip}} + \alpha_L \dot{u}_{\text{hip}} + \epsilon_L$$

(7)

where all coefficients are functions of the state $X$. In order to define the control law for $L$ we must calculate $u_{\text{hip}}$, $\dot{u}_{\text{hip}}$, and $\ddot{u}_{\text{hip}}$, which will be provided in Section IV when we account for body motions. When we take two derivatives of $u_{\text{hip}}$, however, state feedback terms will typically cause the term $L_{\text{act}}$ to appear, and therefore the component of $\dddot{u}_{\text{hip}}$ due to $u_{\text{leg}}$ must be separated and used to generate new effective coefficients as

$$\dddot{u}_{\text{hip}} = \delta_1 + \delta_2 u_{\text{leg}}$$

(8)

Finally, using equations (7) and (8) we define our control law as

$$u_{\text{leg}} = \frac{1}{\gamma_L} (-\epsilon_L - \beta_L u_{\text{hip}} - \eta_L \dot{u}_{\text{hip}} - \alpha_L \dot{u}_{\text{hip}} + \nu_L)$$

(9)

In other words, $u_{\text{leg}}$ cancels the leg’s natural dynamics and forces any errors in $L$ to decay via linear, fourth-order dynamics that are set through $\nu_L$. Specifically, we choose

$$L = v_1 + v_2$$

$$v_1 = K_p(L_{\text{ref}} - L) + K_d(L_{\text{ref}} - \dot{L})$$

(10)
To set the controller gains we first select a dominant pole-pair with natural frequency \( \omega_n \) and damping ratio \( \zeta \), and then set a faster decay rate for the two remaining, real-valued poles, \( p_3 \) and \( p_4 \). For a chosen set of \( w_n, \zeta, p_3, p_4 \), the gains are:

\[
K_p = p_3 p_4 w_n^2 \\
K_d = (p_3 + p_4) w_n^2 + 2p_3p_4 \zeta w_n \\
K_{dd} = w_n^2 + 2\zeta (p_3 + p_4) w_n + p_3p_4 \\
K_{dd} = p_3 + p_4 + 2\zeta w_n
\]

Additionally, we require both references and estimates of the acceleration and jerk of the system, which can be calculated using analytical computations once \( u_{\text{hip}} \) has been defined.

**B. Leg State Trajectory Generation**

The SEA dynamics only instantaneously affect \( L \) and not \( \theta \). As was shown in our previous work [20], we can force the angular dynamics of the system to be quite similar to SLIP, for which fast analytical approximations exist, by enforcing desired trajectories on the leg using our HOPFL controller. Work on SLIP in [15] shows that by controlling the leg dynamics to be of the form \( L(t) = r + a \cos(\omega t + \beta) + vt \), we can compute an accurate approximation of the leg-angle dynamics throughout stance as

\[
\theta_{\text{SLIP}}(t) \approx \frac{1}{L(t)}(u_0(t) + cu_1(t) + e^2 u_2(t) + \ldots),
\]

where the various \( u_i(t) \)'s for \( i = 0, 1, \ldots \) are solutions of

\[
d^2 \theta_0 / dt^2 - \lambda^2 \theta_0 = 0, \\
d^2 \theta_i / dt^2 - \lambda^2 \theta_i = -\delta u_{i-1} \cos(\omega t + \beta), \quad i = 1, 2, \ldots
\]

and the initial conditions for the above differential equations and constants \( r, v, \lambda, \beta, \delta, \omega, \) and \( e \) are determined from the robot state at touch-down. To solve the SLIP's leg-length dynamics to be a composite of sinewaves, [15] loosely approximates the actuator's motion to be the sum of a piecewise linear function \( L_{\text{lin}}(t) \) paired with a nonlinear component, \( L_{\text{nl}}(t) \), as

\[
L_a(t) = L_{\text{lin}}(t) + L_{\text{nl}}(t)
\]

\( L_{\text{nl}}(t) \) is a state feedback term with the purpose of cancelling the nonlinear terms of the \( L \)-dynamics in SLIP to allow for the construction of an analytical solution, and therefore is fully determined by the states of the system throughout stance. Consequently, controlling the system requires parametrizing \( L_{\text{lin}}(t) \), which can be accomplished as follows. As shown in [15] and [23], to maximize the reachable space of the Active SLIP model, i.e., the space of all the apex states \( A \) reachable in one step, the actuator must move throughout the entire stance phase. We assume that the actuator moves at its maximum constant velocity to reach a desired constant value, \( L_{a0} \), and at some time \( t_s \) the actuator moves with maximum velocity towards its upper or lower limit until the end of the stance phase. Therefore, searching for an actuation policy to yield some nominal \( L(t) \) is equivalent to performing a search over all feasible values of \( L_{a0} \) and \( t_s \). Since this approximation is completely analytic, these calculations are extremely fast and can be implemented on-line. Therefore, given a desired step length and initial conditions, typically at take-off, we can solve the ballistic dynamics to determine stance phase initial conditions, search for the proper \( L_{a0} \) and \( t_s \), and use the resulting \( L(t) \) as references for (10) in stance.

Although the parametrization of \( L_a \) does not capture the actual dynamics the SEA will follow, we are only using this parametrization to generate trajectories for \( L(t) \), which will be enforced using our HOPFL controller. Thus, as long as the SEA remains within physical limits, these discrepancies do not cause errors in our step length control. It is also of note to mention that since the SLIP model does not have any notion of unsprung mass, impact dynamics must be analytically computed for each grid point and used incorporate the appropriate amount of energy loss of each point accordingly.

**IV. BODY ANGLE COMPENSATION**

In this section, we examine how to apply our SLIP-based work to the underactuated 2D hopper model of FRANK seen in Fig. 1. As was shown originally by Raibert in [16], the body dynamics can be condensedly expressed as

\[
J \ddot{\phi} = F_t(t) l_1 \sin(\phi - \theta) - F_u(t) l_1 \cos(\phi - \theta) + \tau_{\text{hip}},
\]

where \( l_1 \) is the body CoM displacement from the hip. \( F_t(t) \) and \( F_u(t) \) are forces acting at the hip between the leg and body, and are generally non-linear functions of the states of the robot. Here we clearly see that when the body CoM is located at the hip (i.e., \( l_1 = 0 \)), the dynamics become trivial, as was the case in [15]. In order to develop suitable control methods for the more complex dynamics considered in this work, we must first employ some approximations.

**A. Approximation of Body Angle Dynamics: Flight**

During the flight phase, all spring forces are zero, simplifying the dynamics considerably. However, due to the non-zero leg mass and inertia, when the leg moves during flight to be positioned in some nominal touch-down angle, its motion will inevitably impart torques on the body. It was shown in [19] that if we assume that the leg angle is controlled as was the case in [15]. In order to develop suitable control methods for the more complex dynamics considered in this work, we must first employ some approximations.
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where \( l_1 \) is the body CoM displacement from the hip. \( F_t(t) \) and \( F_u(t) \) are forces acting at the hip between the leg and body, and are generally non-linear functions of the states of the robot. Here we clearly see that when the body CoM is located at the hip (i.e., \( l_1 = 0 \)), the dynamics become trivial, as was the case in [15]. In order to develop suitable control methods for the more complex dynamics considered in this work, we must first employ some approximations.

**A. Approximation of Body Angle Dynamics: Flight**

During the flight phase, all spring forces are zero, simplifying the dynamics considerably. However, due to the non-zero leg mass and inertia, when the leg moves during flight to be positioned in some nominal touch-down angle, its motion will inevitably impart torques on the body. It was shown in [19] that if we assume that the leg angle is controlled as was the case in [15]. In order to develop suitable control methods for the more complex dynamics considered in this work, we must first employ some approximations.

\[
\frac{\ddot{\phi}}{\dot{\phi}} = f_{\phi}(\phi, \dot{\phi}, \theta, \dot{\theta}, \dot{x}_f, \dot{\dot{x}}_f)
\]

We next employ small angle approximations on all trigonometric terms, i.e., \( \theta, \phi, (\phi - \theta), \) and \( (2\phi - 2\theta) \). To force the dynamics to be analytic given \( \theta_f \), we remove the three high-order terms containing \( \phi \) and \( \dot{\phi} \), resulting in

\[
\frac{\ddot{\phi}}{\dot{\phi}} = \frac{c_1 \theta_f - 2l_1 m_B m_i \lambda \dot{\phi}^2}{c_2}
\]

\[
c_1 = -4J m_B + 4J m_1 + m_B m_1 \lambda_0^2 + 2l_1 m_2 m_1 \lambda_0
\]

\[
c_2 = 4m_B m_1 \lambda_0^2 + 2m_B m_1 \lambda_1 + 4J m_2 + 4J m_1
\]

where the terms omitted are \( 2l_1 m_B m_i \lambda_0 \phi^2, \) \( 2l_1 m_B m_i \lambda_1 \dot{\phi}^2, \) and \( 2l_1 m_B m_i \dot{\phi}^2 \), and are generally
expected to be quite small. Thus, we need only define a smooth trajectory for $\theta_f$ and its derivatives, and then given body initial conditions we can use (16) to compute the resulting body trajectory during flight, which can be carried out with low computational cost. All flight phase trajectories $\theta_f(t)$ used in this work are simply constructed to be smooth curves that terminate with a desired touch-down angle and zero angular velocity by the end of the flight phase.

### B. Approximation of Body Angle Dynamics: Stance

The stance phase body dynamics are considerably more complex due to the time-varying leg length. However, since we have developed a control law that acts directly on the leg state, we have the advantage of knowing the leg length trajectory a priori. If we choose the leg-length reference state, we have the advantage of knowing the leg length we have developed a control law that acts directly on the complex due to the time-varying leg length. However, since we cannot simply command a zero angular velocity by the end of the flight phase.

Curves that terminate with a desired touch-down angle and constant torque in this case, we can force the mapping from our approximations to perform quite well in the range of small angle approximations and removed higher order terms; in this case, the specific terms removed are omitted here due to space limitations.

The accuracy of our proposed approximations for both stance and flight phase are subject to the validity of the small angle approximation and the removal of higher order terms assumption. In general, we do not expect our SLIP-inspired leg angle trajectories to be large during operation, and our control strategies will aim to keep $\phi$ small; hence, we expect our approximations to perform quite well in the range of operation of FRANK, albeit with some small error. Fig. 3 shows an example of our approximations for both stance and flight phase, where it is clear they perform quite well for the angles our systems operates at.

### C. PFL Law for Hip Torque

In the similar though simplified case investigated in [15], a constant torque input was implemented to provide body stabilization, allowing all SLIP-based trajectories to be modified with respect to only one variable parameter that needed to be numerically found. Although we cannot simply command a constant torque in this case, we can force the mapping from $\theta_{SLIP}(t)$ to $\theta(t)$ to also be a function of only one variable. We proceed by defining our control law for the hip input as

$$u_{hip} = \frac{1}{\Omega_\phi} (-\xi(\phi - \theta) + \tilde{u})$$

(19)

where $\tilde{u}$ is a constant input term. The purpose of this control law is to force the approximate dynamics of the leg angle in (17) to converge to $\dot{\theta} = \theta_{SLIP} + \tilde{u}$. Since we also have $L(t) = L_{SLIP}(t)$, we compute

$$\theta(t) = \theta_{SLIP}(t) + \frac{1}{2} \tilde{u} t^2$$

(20)

where $\theta_{SLIP}(t)$ is calculated using our approximation in (12). Since all terms in (19) are functions of only state variables and constants, we can easily define the first two derivatives and implement the control law (19) with our HOPFL in (8)-(9).

Next, we consider the resulting body dynamics by combining (19), (20), and (18) resulting in

$$\dot{\phi} = \frac{\Omega_\phi}{\Omega_\theta} \tilde{u} - \xi \left( \frac{L}{l_1} + \frac{\Omega_\phi}{\Omega_\theta} \right) \left( \phi - \theta_{SLIP}(t) - \frac{1}{2} \tilde{u} t^2 \right)$$

(21)

Since we can generate solutions for $L_{SLIP}(t)$ and $\theta_{SLIP}(t)$, the only term preventing us from integrating (21) to generate our solution is the term $\phi$ itself. Therefore, we perform the following. We first evaluate (21) with the assumption $\phi(t) = \phi_0$, perform two integrations using stance phase initial conditions and generate a first order guess $\phi(t)$. Then, we recursively repeat the process by evaluating (21) with $\phi(t) = \tilde{\phi}(t)$. Fig 4 illustrates that this method is quite accurate after only one additional iteration, thus given $L_{SLIP}(t)$, $\theta_{SLIP}(t)$, and $\tilde{u}$ we can approximate $\phi(t)$ with two total evaluations of (21) along with four total integrations.

The purpose of the term $\tilde{u}$ is to provide a constant input variable that can be algorithmically searched over to find
solutions that provide body stabilization, similar to [15]. As was discussed in Section III, we need only search over $L_{a0}, t_s$ and now also $\hat{u}$ to find solutions that both result in desired step lengths and keep the body angle well behaved, which is discussed in the next section.

V. STEP LENGTH CONTROL

For each set of initial conditions and input parameters $L_{a0}, t_s,$ and $\hat{u},$ we analytically compute estimates of the stance and flight phases of the system. Similar to the example provided in our previous work in [20], we control our system to hop following a reference trajectory of step-lengths. For simplicity we use a Raibert-like strategy [16] to set the touchdown angle, given by

$$\theta_{TD} = \theta_0 + K(\hat{x}_r - \hat{x}_{\text{hip}}) \tag{22}$$

where $\theta_0$ is a constant touch-down angle, and $\hat{x}_{\text{hip}}$ is the forward velocity of the hip joint. At each take-off we use a minimization algorithm to find the values $L_{a0}, t_s,$ and $\hat{u}$ that minimize the cost function

$$J = |S_t - S_{\text{ref}}|, \tag{23}$$

where $S_t$ and $S_{\text{ref}}$ are the achieved and desired step-lengths respectively, which are a function of both the ballistic path and angle values at take-off and touch-down.

The algorithm steps i, ii, iv, v, and vi parallel steps i, ii, iii, iv, and v respectively from our previous work in [20], with the additional search parameter $\hat{u}$ and body minimization step iii added. The algorithm proceeds as follows (refer to Fig. 2).

i From initial conditions, the $(i+1)-$th touch-down angle for the following take-off $T O_i$ is computed as in (22). This allows computation during flight.

ii The reachable space for the system at step $(i),$ $R_i,$ is computed using the closed-form SLIP-based approximations from Section III along with body angle approximations from Section IV for a coarse grid of the parameters $L_{a0}, t_s,$ and $\hat{u}.$

iii From $T O_i,$ we can backsolve the flight phase using ballistic dynamics and (16). We remove all points from $R_i$ that result in the next touch-down body angle being larger than a threshold to generate $\tilde{R}_i$:

$$\tilde{R}_i = \{ R_i \mid |\phi_{TD,i} - \phi^{\text{thresh}}| < \phi_{TD,i} \},$$

iv We next find the set of states that give the reference step-length $S_t$:

$$\{ y_s, \hat{x}_s \} = \{ [y, \hat{x}] \in \tilde{R}_i \mid S_t = S_r \},$$

For each step length, there exists a curve of possible solutions. We choose the policy

$$\{ L_{a0}^S, t_s^S, \hat{u}^S \} = \arg \min_{L_{a0}, t_s, \hat{u}} |y_s - y_r|,$$

which represents the point in the $\{ L_{a0}, t_s, \hat{u} \}-$grid closest to some target state $y_r,$ which gives us some control of the overall energy level at apex.

v Because $\{ L_{a0}^S, t_s^S, \hat{u}^S \}$ is computed from a coarse grid, the optimal policy that minimizes the cost function $J$ in (23) is found using a Nelder-Mead constraint optimization algorithm as

$$\{ L_{a0}^{\text{opt}}, t_s^{\text{opt}}, \hat{u}^{\text{opt}} \} = \arg \min_{L_{a0}, t_s, \hat{u}} J,$$

initialized at $\{ L_{a0}^S, t_s^S, \hat{u}^S \}$ with constraint $|\phi_{TD,i} - \phi_{TD,i}^{\text{thresh}}| < \phi_{TD,i}$.

vi $L_{a0}^{\text{opt}}, t_s^{\text{opt}},$ and $\hat{u}^{\text{opt}}$ are used to compute the leg-length reference trajectory $L_{\text{ref}},$ and the HOPFL in (9) along with the hip controller in (19) is implemented at touch-down.

Similar to our work in [20], this algorithm can be implemented on-line. While in general the cost function $J$ is not convex over the entire $\{ L_{a0}, t_s, \hat{u} \}-$space, we need only keep $\phi$ within some small bounds and the global minimum for a given step length will be in a neighborhood of $\{ L_{a0}^S, t_s^S, \hat{u}^S \}.$ The number of points used in the grid to compute step (ii) is typically a function of computational time requirements. If the grid resolution is high enough, it is generally possible to omit step v and still retain acceptable performance.

Fig. 5 shows simulation results of our control strategy for a set of desired step lengths. The reference step length is changed every 3 hops, and it is chosen from a set of feasible step lengths. These results do exhibit some error due to our approximations, slightly higher than the body-locked case in our previous work [20], but the foothold errors are still quite reasonable. As shown, the body angle exhibits non steady-state behavior but is well behaved as any errors do to our approximations are essentially reset at each step when a new set of initial conditions are measured.

Using classical methods for touch-down angle control such as (22), used only for simplicity to demonstrate our work, limits the reachable space at each step by forcing all possible solutions of a given step length to be within some
neighborhood of the velocity reference. We leave the problem of optimal touch-down angle selection open for future work.

![Foothold Placement Simulation](image)

Fig. 5. Above shows simulation results during step length regulation. The optimizer solution refers to the step length computed with the stance phase approximation. The touch-down angles are set using the simple control law in (22), with $\theta_0 = -3$ deg and $\dot{x}_r = 0.4m/s$. The step length algorithm parameters $\phi_{thresh}$ and $y_r$ used in this example are $-1.5$ deg and 0.85m respectively. The mean error of the step length results (top figure) is 1.4%, with the maximum error being only 3.5%. The resulting trajectory of the reachable future states is illustrated in the bottom figure to show that while it does not exhibit steady-state behavior it remains both well behaved and small in magnitude, by design.

VI. CONCLUSIONS

In this work we have presented modeling and control techniques for a realistic series-elastic actuated hopping robot to achieve accurate state tracking. For practical hopping robots, actuators have real dynamics that must be modeled for state tracking to work well with feed-forward control methods. For closed-form approximations of step-to-step dynamics, we argue such models are essential for both higher-level planning and low-level feed-forward and feedback control.

We have shown that we can use HOPFL directly on the leg state of the robot, allowing us to make use of fast and analytical SLIP-based reference generation. By constructing a PFL controller for the hip torque input, we are able to provide stabilizing body motions as well as retaining the ability to analytically compute our trajectories from SLIP.

The ability to perform analytical reachability computations at each step is powerful: it allows us to construct control frameworks that not only result in excellent performance but also allow for a larger set of possible footholds at each step. We argue this is critical in improving both reliability (e.g., ability to recover from terrain perturbations) as well as agility (e.g., ability to accurately go to any of a family of reachable future states) of realistic spring-legged robots.
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