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Abstract—In this paper, we examine the problem of quantifying and optimizing stability for two different low-level gait control schemes for point-foot bipedal walking. This work relies on recent methods for estimating the average number of steps, or Mean First Passage Time (MFPT), of a biped before falling down during rough-terrain walking. Our previous work in quantifying and optimizing the MFPT has always assumed a fixed set of low-level gait controllers exist; in this work, we finally address the more fundamental issue of tuning a particular gait controller itself. Our methods are applicable for a wide variety of low-level control schemes, with the goal of allowing researchers to optimize and compare various strategies, and we present results on each of two particular strategies, as case demonstrations. One scheme is the now-familiar Hybrid Zero Dynamics approach and the other is a method using piece-wise reference trajectories and sliding-mode control.

I. INTRODUCTION

The fact that even passive bipeds introduced in [1] can achieve human-like locomotion has motivated work on “dynamic walking”, and the study of point-foot walkers is in turn useful toward developing control addressing the underactuated nature of dynamic walking. The Hybrid Zero Dynamics (HZD) approach [2] can be used to guarantee stability on flat terrain and can simultaneously be designed to minimize energy consumption. However, just like passive walkers, this approach results in designs that are sensitive to perturbations, thus performing poorly on rough terrain. To increase robustness, we initially quantify it.

A basic motivation of dynamic walking is to achieve efficient, human-like walking. However, simultaneously achieving robustness to perturbations is challenging. Hybrid Zero Dynamics fundamentally assume that terrain is deterministic. One can design HZD trajectories to minimize energy use, and the gaits that result look human-like. However, on rough terrain robots are destined to eventually fall. The important question is "how frequently".

Our previous work has investigated tools to generate high-level (switching) control policies to maximize the number of steps, our Mean First Passage Time (MFPT) to failure, given a fixed set of low-level controllers. In this paper, we are finally able to do something we have had in mind for a long time: optimizing the parameters of a low-level controller itself to maximize MFPT. The reason we were not able to do this was because calculation of MFPT used to be an impractical time to compute. However, our work over the years now allows us to estimate this number very quickly, in turn allowing us to optimize and bench-mark the resulting performance of various low-level controllers.

There are a wide range of strategies various researchers have developed to achieve stable walking gaits on flat terrain. Published data on competing methods emphasize particular strengths or weaknesses of a given approach but do not easily facilitate intuitive bench-marking of performance, particularly when comparisons of reliability and robustness on variable terrain are desired. In previous work, we have examined the high-level problem of developing optimal switching control for a set of fixes low-level controllers. Here, we instead address the issue of tuning a particular low-level control itself. We demonstrate that optimization of MFPT improves the reliability of each method dramatically and that optimization of energetics (i.e., cost of transport) results in worse reliability. Additionally, we illustrate that our in-house control strategy outperforms the HZD approach dramatically on rough terrain, emphasizing the importance of apples-to-apples performance analyses. Our primary motivation in this work is to provide practical computation tools to achieve head-to-head bench-marking of any of a wide range of particular low-level control strategies researchers may wish to investigate.

The rest of this paper is organized as follows. The 5-link planar walker model we study is presented in Section II. We then present each of two low-level control schemes in Section III: (1) sliding mode control with time-invariant piece-wise constant joint references and (2) a hybrid zero dynamics strategy, with trajectories based on Bézier polynomials and joint-tracking via PD control. Tools for meshing the dynamics and generating a Markov chain are presented in Section IV and V, respectively. Section VI gives results, including both performance bench-marks, using the MFPT metric, and also tables documenting the optimal control parameters found using our algorithm. The latter will be of particular use to anyone wishing to repeat and build upon our methods. Finally, Section VII gives conclusions and discusses future work.

II. MODEL

Figure 1 shows our walker model, namely a planar 5-link biped with point feet and rigid links. It is underactuated by 1 DOF because there is no ankle torque. The ten dimensional state of the robot is given by $x := [q^T \dot{q}^T]^T$, where $q := [q_1 \ q_2 \ q_3 \ q_4 \ q_5]^T$ is the vector of angles shown in the figure.

When only one of the legs is in contact with the ground, the robot is in the single support phase, which has continuous dynamics. Using the Lagrangian approach, the dynamics can
controller schemes. In this paper, we study two schemes.

1. Sliding Mode Control (SMC) with Time-Invariant Piece-Wise Constant References

For faster optimization time, it is preferable to have fewer parameters to optimize. This section explains the controller scheme used in [5]. It involves piece-wise constant references and adopts a Sliding Mode Control (SMC) scheme for finite time convergence, as explained in [6] and applied in [7].

Although the walker has five angles, since there are only four actuators, we need to choose four variables to control. As a result of our experience [8], we proceed with

\[
q_c := [\theta_2 \ q_3 \ q_4 \ q_5]^T,
\]

where \(\theta_2 := q_2 + q_5\) is an absolute angle and \(q_c\) stands for angles to be controlled. We select the input to the system in the following form:

\[
u = (ED^{-1}B)^{-1}(v + ED^{-1}(C\dot{q} + G)),
\]

where

\[
E = \begin{bmatrix}
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]

Substituting this \(u\) into (1) and noting \(q_c = E^Tq\), we obtain a simple equation for the second derivatives of the angles to be controlled

\[
\ddot{\theta}_c = v
\]

We will then design \(v\) such that \(q_c\) acts as desired \((q^{ref}_c)^T\). The error is given by

\[
e = q_c - q^{ref}_c,
\]

and the generalized error is defined as

\[
\sigma_i = \dot{e}_i + e_i/\tau_i, \quad i = \{1, 2, 3, 4\},
\]

where \(\tau_i\)s are time constants for each dimension of \(q_c\). Note that when the generalized error is driven to zero, i.e. \(\sigma_i = 0\), we have

\[
0 = \dot{e}_i + e_i/\tau_i.
\]

The solution to this equation is given by

\[
e_i(t) = e_i(t_0) \exp(-(t - t_0)/\tau_i),
\]
which drives \( q_e \) to \( q_e^{\text{ref}} \) exponentially fast and justifies the name time constant for \( \tau_i \), which can be also seen as the ratio of proportional and derivative gains of a PD controller. Then, \( v \) in (7) is chosen to be

\[
v_i = -k_i|\sigma_i|^{2\alpha_i-1} \text{sign}(\sigma_i), \quad i = \{1, 2, 3, 4\},
\]

where \( k_i > 0 \) and \( 0.5 < \alpha_i < 1 \) are called the convergence coefficient and convergence exponent, respectively. \( k_i \) is analogous to a gain common to both \( \epsilon_i \) and \( \delta_i \). \( 0.5 < \alpha_i < 1 \) ensures finite time convergence. Note that if we had \( \alpha_i = 1 \), this would simply be a standard PD controller. SMC has \( 4 \times 3 = 12 \) controller parameters to optimize.

For simplicity, we use references in the following form

\[
q^{\text{ref}}_e = \begin{bmatrix} q^{\text{ref}}_2 \\ q^{\text{ref}}_3 \end{bmatrix}, \quad \text{condition,}
\]

\[
q^{\text{ref}}_e = \begin{bmatrix} q^{\text{ref}}_2 \\ q^{\text{ref}}_3 \end{bmatrix}, \quad \text{otherwise},
\]

where we selected “condition”, above, to be \( \theta_1 := q_1 + q_5 < \pi \). Note that the references are piecewise constant and time-invariant. What makes this reference structure appealing is the fact that there are only 6 parameters to optimize. So, in total, we will be optimizing \( 12 + 6 = 18 \) parameters.

2. Hybrid Zero Dynamics (HZD) using Proportional-Derivative Control and Bézier Polynomials

As a second approach, we will be using the well-known Hybrid Zero Dynamics (HZD) control [2].

To begin with, we need to choose a phase-variable, \( \theta \), which will increase monotonically during a step, and four independent variables to control, \( h_0 \). As in [3], we use \( \theta := cq \), where \( c := [-1, 0, -1/2, 0, -1] \), and control the relative (internal) angles, i.e., \( h_0 := [q_1 q_2 q_3 q_4] \). Then \( h_0 \) is in the form of \( h_0 = H_0 q \), where \( H_0 = [I_4 0] \).

Let \( h_d(\theta) \) be the references for \( h_0 \). Then the tracking error is given by

\[
h(q) := h_0(q) - h_d(\theta) = H_0 q - h_d(cq)
\]

Taking the first derivative with respect to time we get

\[
h = \frac{\partial h}{\partial q} \dot{q},
\]

which can be equivalently written as

\[
h = \frac{\partial h}{\partial x} \dot{x} = \frac{\partial h}{\partial x} f(x) =: L_f h,
\]

where we used the fact that \( \frac{\partial h}{\partial x} g(x) = 0 \). Then, we have

\[
\ddot{h} = L^2_f h + \sum \alpha_i \dot{\theta}_i.
\]

Substituting the controller structure

\[
u(x) = (L_g L_f h)^{-1}(-L^2_f h + v)
\]

to (17) yields

\[
h = v.
\]

There are various methods to design \( v \) to force \( h \) and \( \dot{h} \) to zero [9]. We will use PD control for simplicity. Then, we choose

\[
v = -K_P y - K_D \dot{y},
\]

where \( K_P \) and \( K_D \) are the proportional and derivative gains respectively.

As suggested in the original paper [2], we use Bézier polynomials to form the reference \( (h_d) \). First, we scale and shift \( \theta \) to have an internal clock which ticks from 0 to 1 during limit cycle walking on flat terrain.

\[
\tau(q) := \frac{\theta(q) - \theta^+}{\theta^- - \theta^+}
\]

The Bézier curves are given by

\[
b_k(\tau) = \sum_{k=0}^{M} \alpha_k^i \binom{M}{k} \tau^k (1 - \tau)^{M-k},
\]

which form the reference trajectory:

\[
h_d(\theta) := \begin{bmatrix} b_1(\tau) \\ b_2(\tau) \\ b_3(\tau) \\ b_4(\tau) \end{bmatrix}.
\]

Choosing \( M = 6 \) yields \( (6+1) \times 4 = 28 \) \( \alpha_i \) parameters to optimize. However, for hybrid invariance, \( h = h = 0 \) just before an impact on flat terrain should imply \( h = h = 0 \) after the impact. This constraint will eliminate \( 2 \times 4 = 8 \) of the parameters as explained in [2]. In total, we will need to optimize \( 20+2=22 \) parameters, including the PD controller gains.

IV. MESHING

We will assume the terrain profile is angular. Each step will experience a constant slope, noted by \( s \). The slope ahead will only change at impacts. This terrain assumption captures the fact that to calculate the pre-impact state, the terrain for each step can simply be interpreted as a ramp with the appropriate slope. Then, we define a Poincaré section at “just before the impact”. For the rest of the paper, we will refer to states on this section simply as \( x \). In this setting, the next state of the robot, \( x[n+1] \), is a function of the current state \( x[n] \), the slope ahead \( s[n] \), and the controller \( \zeta \), i.e.

\[
x[n+1] = h^i(x[n], s[n], \zeta).
\]

Next, we will mesh to obtain a Markov Decision Process model of the system. First, we define the slope set \( S \) as

\[
S = \left\{ k^\circ : \frac{k}{d_s} \in \mathbb{Z}, \ -20 \leq k \leq 20 \right\},
\]

where \( d_s \) is a parameter determining the slope set density. The range of \( k \) is selected to be conservatively wide.

There are two key goals in meshing. First, we want to have a set of states, \( Y \), which well covers the (reachable) part of state space the robot can visit. Secondly, we want to learn what \( h^i(y, s, \zeta) \) is for all \( y \in Y \) and \( s \in S \). Next, an initial mesh, \( Y_i \), should be chosen. In this study, we use an initial mesh consisting of only two points. One of these points \( (y_1, s) \) represents all (conservatively defined) failure states, no matter how the robot failed, e.g. a foot slipped, or the torso touched the ground. The other point \( (y_2, s) \) should be in the
controllable subspace. In other words, it should be in the basin of attraction of controller $\zeta$.

Then, our algorithm explores the reachable space deterministically. We initially start by setting $Y = \{y \in Y \mid y \neq y_1\}$, which will correspond to all the states that are not simulated yet. Then we start the following iteration: as long as there is a state $y \in \overline{Y}$, simulate to find all possible $h^t(y[n], s[n], \zeta)$ and remove $y$ from $\overline{Y}$. For the points newly found, check their distance to other states in $Y$. If the minimum such distance exceeds some threshold, a new point is then added to $Y$ and $\overline{Y}$.

A crucial question is how should the (threshold) distance metric be so that the resulting $Y$ has small number of states while accurately covering the reachable state space? We found using standardized (normalized) Euclidean distance to be extremely useful. When $a$ is a vector, and $B$ is a set of vectors (growing in size, during meshing) each with the same dimension as $a$, the distance of $a$ from $B$ is calculated as

$$d(a, B) := \min_{b \in B} \left\{ \sqrt{\sum_i \left( \frac{a_i - b_i}{r_i} \right)^2} \right\},$$  

where $r_i$ is the standard deviation of $b_i$ elements. In addition, the closest point in $B$ to $a$ is given by

$$c(a, B) := \arg\min_{b \in B} \left\{ \sqrt{\sum_i \left( \frac{a_i - b_i}{r_i} \right)^2} \right\}.$$  

We are now ready to present the pseudocode in Algorithm 1. Two important tricks to make the algorithm run faster are as follows. First, the slope set allows a natural cluster analysis. We can classify states using the inter-leg angle they possess. So, the distance comparison for a new point can be made just once and then extract $y$ just once and then extract $y$. This might result in more points in the final mesh, but it speeds up the meshing and later calculations significantly. Secondly, consider a state $y$. We can simulate $h^t(y, -20^\circ, \zeta)$ just once and then extract $h^t(y, s, \zeta)$ for all $s \in S$. The reason is, for example, in order robot to experience an impact at $-20$ degree, it has to pass through all the possible impact points for less extreme slopes in the set.

We estimate the intrinsic dimension of the reachable space to be around 2 [10]. As a result, the curse of dimensionality is avoided and meshing can be done with a relatively small number of iteration steps.

V. METASTABLE MARKOV CHAINS

A. Obtaining Markov Chain

Now, thanks to the meshing (state-transition map) approximation, we know $h^t(y[s], \zeta)$ for all $y \in Y$, and $s \in S$. We define

$$h^a(x[n], \gamma[n], \zeta) := c(h^t(x[n], \gamma[n], \zeta), Y),$$  

where (27) is used and the superscript $a$ stands for approximation. Then we write the approximate step-to-step dynamics:

$$y[n + 1] = h^a(y[n], s[n], \zeta)$$  

After that, the deterministic state transition matrix can be written as

$$T^d_{ij}(s, \zeta) = \begin{cases} 1, & \text{if } y_j = h^a(y_i, s[n], \zeta) \\ 0, & \text{otherwise}. \end{cases}$$

Note that (30) is the result of our basic, nearest-neighbor approximation, which appears to work well. More sophisticated approximations result with the matrix not just having one or zero elements, but also fractional values in between. This increases the memory and computational costs while, to our experience, not providing much accuracy increase.

A Markov Chain can be represented by a stochastic state-transition matrix $T^s$ defined as

$$T^s_{ij} := Pr(y[n + 1] = y_j \mid y[n] = y_i).$$

To calculate this matrix, the first thing we need to do is assume a distribution over slope set, noted by $P_S$.

$$P_S(s) = Pr(s[n] = s)$$

In this paper, we will assume a normal distribution for $P_S$, with mean $\mu_s$, and standard deviation $\sigma_s$.

$$s[n] \sim N(\mu_s, \sigma_s^2)$$

After distributing $s$ values, $T^s$ can be calculated as

$$T^s(\zeta) = \sum_{s \in S} P_S(s) T^d(s, \zeta)$$

As we make $d_{thr}$ and $d_s$ smaller, we have more accurate representations of the full dynamics at the expense of higher numbers of states in the final mesh.
B. Metastability

We study bipedal walking as a metastable system [11]. In the presence of noise (e.g., rough terrain), the robot will eventually fall, but the number of steps before doing so might be very high (millions). This section serves as a summary on how we estimate this number. We invite interested reader to [12].

The eigenvalues of \( T^\sigma \) cannot have magnitude larger than one. However, the largest eigenvalue will be 1 because we model failure as absorbing. Let \( \lambda_2 \) be the second largest eigenvalue. \( \lambda_2 \) will be non-negative and real. For metastable (rarely-falling) walking, it will be close to but smaller than 1.

If the robot does not fall within several steps, then it converges to so called metastable distribution, \( \phi \). The fascinating fact is what happens when the robot takes a single step after that. With \( 1 - \lambda_2 \) probability the robot is going to fall, otherwise nothing (the distribution) will not change. Then, the probability of taking \( n \) steps only, equivalently falling at the \( n \)th step is simply

\[
Pr(y[n] = y_1, y[n-1] \neq y_1) = \lambda_2^{n-1}(1 - \lambda_2).
\]

For \( \lambda_2 < 1 \), realize that as \( n \to \infty \), the right hand side goes to zero, i.e., the system will eventually fail. Note that we also count the step which ended up falling as a step. An intuitive check is to consider “falling down” at the first step (taking 1 step only). When \( n = 1 \) is substituted, we get \( 1 - \lambda_2 \) as expected. Then, the average number of steps can be then calculated as

\[
MFPT = E[FPT] = \sum_{n=1}^{\infty} n Pr(y[n] = y_1, y[n-1] \neq y_1)
\]

\[
= \sum_{n=1}^{\infty} n \lambda_2^{n-1}(1 - \lambda_2) = \frac{1}{1 - \lambda_2},
\]

where we used the fact that \( \lambda_2 < 1 \). As a result, MFPT can then be calculated using

\[
M = \left\{ \begin{array}{ll}
\infty & \lambda_2 = 1 \\
\frac{1}{1 - \lambda_2} & \lambda_2 < 1.
\end{array} \right.
\]

Note that being stable corresponds to \( \lambda_2 = 1 \), but we will introduce enough roughness so that we always have \( \lambda_2 < 1 \). This will be achieved with a wide-enough slope set and high enough \( \sigma_s \).

VI. RESULTS

Unless stated otherwise, we will be using ”minimize” function from [13] in MATLAB to optimize. In this paper we will optimize for \( \mu_s = 0 \). However, \( \sigma_s \) choice for optimization depends on the controller. If it is too small, then the MFPT will turn out to be very large, which may not be calculated due to numeric software capabilities. Using MATLAB, we were able to calculate values up to around \( 10^{14} \) reliably. On the other hand, \( \sigma_s \) should not be too large, otherwise it may not be as easy to differentiate different controller’s performance. Also, MFPT is more ‘valid’ when it is higher. Appropriate range for \( \sigma_s \) can be easily decided by calculating MFPT for different values with a single mesh. Once we decide on \( \sigma_s \), we pick \( d_s, d_{thr} = \sigma_s/2 \) is the rule of thumb we applied in this paper. Just like \( d_s, d_{thr} \) can be made smaller for higher accuracy in the expense of higher computation time. Iteration time varies greatly. If the MFPT turns out to be very small, it takes less than a second to compute. However, the computation time is not upper bounded, it may be longer and longer as we decrease \( d_s \) and \( d_{thr} \). In this paper, we adjusted them such that it does not take more than several minutes in a single PC and used a computer cluster with 64 cores so that optimization is very fast. However, \( d_s \) and \( d_{thr} \) must be small enough for a decent amount of accuracy. This can be checked after the optimization by using smaller \( d_s \) and \( d_{thr} \) values and confirming MFPT estimation does not change much.

1. Sliding Mode Control (SMC) with Time-Invariant Piece-Wise Constant References

We start optimizing with the hand-tuned controller from [8], which we will refer to with \( \zeta_{1\text{Base}} \). We first optimize for Cost of Transport (COT) of the limit cycle gait on flat terrain to obtain \( \zeta_{1\text{COT}} \). We then optimize for MFPT with \( \sigma_s = 2, d_s = 1 \) and \( d_{thr} = 1 \). This results with controller \( \zeta_{1\text{MFPT}} \). The parameters for each controller is given in Table I.

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \zeta_{1\text{Base}} )</th>
<th>( \zeta_{1\text{COT}} )</th>
<th>( \zeta_{1\text{MFPT}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_{s}^{ef} )</td>
<td>225°</td>
<td>190.5977°</td>
<td>224.9460°</td>
</tr>
<tr>
<td>( \theta_{s}^{ef} )</td>
<td>204°</td>
<td>200.92392°</td>
<td>203.7358°</td>
</tr>
<tr>
<td>( \theta_{s}^{ef} )</td>
<td>0°</td>
<td>-0.0008°</td>
<td>-0.0169°</td>
</tr>
<tr>
<td>( \theta_{s}^{ef} )</td>
<td>-60°</td>
<td>-19.6094°</td>
<td>-60.0042°</td>
</tr>
<tr>
<td>( \theta_{s}^{ef} )</td>
<td>-21°</td>
<td>-13.4718°</td>
<td>-24.0150°</td>
</tr>
<tr>
<td>( \theta_{s}^{ef} )</td>
<td>0°</td>
<td>-0.0003°</td>
<td>0.004°</td>
</tr>
<tr>
<td>( k_1 )</td>
<td>50</td>
<td>49.1126</td>
<td>40.3791</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>100</td>
<td>84.2092</td>
<td>96.4343</td>
</tr>
<tr>
<td>( k_3 )</td>
<td>75</td>
<td>83.1357</td>
<td>77.1343</td>
</tr>
<tr>
<td>( k_4 )</td>
<td>10</td>
<td>7.5848</td>
<td>15.7245</td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>0.7</td>
<td>0.7977</td>
<td>0.7003</td>
</tr>
<tr>
<td>( \alpha_2 )</td>
<td>0.7</td>
<td>0.6063</td>
<td>0.6954</td>
</tr>
<tr>
<td>( \alpha_3 )</td>
<td>0.7</td>
<td>0.6838</td>
<td>0.6991</td>
</tr>
<tr>
<td>( \alpha_4 )</td>
<td>0.7</td>
<td>0.4873</td>
<td>0.7001</td>
</tr>
<tr>
<td>( \tau_1 )</td>
<td>0.1</td>
<td>0.1354</td>
<td>0.0920</td>
</tr>
<tr>
<td>( \tau_2 )</td>
<td>0.1</td>
<td>0.0997</td>
<td>0.0905</td>
</tr>
<tr>
<td>( \tau_3 )</td>
<td>0.05</td>
<td>0.0679</td>
<td>0.0632</td>
</tr>
<tr>
<td>( \tau_4 )</td>
<td>0.2</td>
<td>0.1690</td>
<td>0.1918</td>
</tr>
</tbody>
</table>

Figure 3 compares the stability of each controller versus the roughness of the terrain. Noting the logarithmic y-axis, we immediately notice the huge improvement in stability by optimizing with the suggested method.
We note that Monte Carlo simulations are not a computationally practical means of verifying MFPT when it is very high, which has motivated our methodology throughout. However, we present a Monte Carlo study in Table II for \( \sigma_s = 5 \), where MFPT is small. To obtain the second row in this table, we simulated 10 thousand times. To allow the robot to “forget” the initial condition, we omit the first step, i.e., we only consider cases where it took more than a single step and do not count that first step.

**Table II**

**Estimation of MFPT for First Controller Scheme with \( \mu_s = 0 \) and \( \sigma_s = 5 \)**

<table>
<thead>
<tr>
<th>Estimation using (36)</th>
<th>( \hat{\zeta}_{\text{Base}} )</th>
<th>( \hat{\zeta}_{\text{COT}} )</th>
<th>( \hat{\zeta}_{\text{MFPT}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte Carlo Simulation</td>
<td>5.0738</td>
<td>1.5716</td>
<td>10.4813</td>
</tr>
</tbody>
</table>

2. Hybrid Zero Dynamics (HZD) using Proportional-Derivative Control and Bézier Polynomials

For the HZD scheme, the base controller, \( \hat{\zeta}_{\text{Base}} \), is obtained by fixing speed to be 0.8\( m/s \) and minimizing energy usage as in [2]. We then remove the speed constraint and optimize for Cost of Transport (COT) to obtain \( \hat{\zeta}_{\text{COT}} \). Both of these controllers assume flat terrain, i.e., \( \sigma_s = 0 \). However, [2] shows how to obtain the trajectories only, but not the controller gains. So, we just picked \( K_P = 100 \) and \( K_D = 10 \), which works on flat terrain. To obtain \( \hat{\zeta}_{\text{MFPT}} \), we used the “patternsearch” algorithm in MATLAB to optimize for MFPT with \( \sigma_s = 1 \), \( d_s = 0.5 \) and \( d_{thr} = 0.3 \). Table III lists the parameters for each controller.

We compare the stability of each controller versus the roughness of the terrain in Figure 4. Again noting the logarithmic y-axis, the suggested method provides a dramatic increase in the stability, just like in Figure 3. As an interesting side note, \( \zeta_{\text{MFPT}}^2 \) has a lower COT than \( \zeta_{\text{Base}}^2 \). This is possible, because there is no speed constraint for \( \zeta_{\text{MFPT}}^2 \).

Table IV presents the Monte Carlo study obtained assuming \( \sigma_s = 2 \). Just like in Table II, we omit the first step to allow robot “forget” the initial condition.

3. Comparison

We first note that all six controllers are stable on flat ground (\( \sigma_s = 0 \)), because they all exhibit limit cycle. However, as Table V shows, there is a huge difference between \( \zeta_{\text{MFPT}}^1 \) and any of the HZD controllers. So, we conclude that the first controller scheme is much more capable in terms of stability.

On the other hand, the first controller scheme has discontinuities in the references, which may or may not become a problem in a real experiment. Furthermore, the trajectory highly depends on the controller parameters, which we
suspect makes the optimization even more non-convex. This might be the reason why many parameters of $\zeta_{\text{Base}}$ and $\zeta_{\text{MFPT}}$ in Table I are very close. We suspect that we only find local minima. Indeed, starting with different initial conditions yields different final gaits.

A major problem in the second controller scheme, we believe, is the fact that reference is designed only for flat terrain. For example, the controller does not really know what to do after an impact does not occur at zero slope. This is because Bézier polynomials are designed for $0 \leq \tau(q) \leq 1$, and they quickly deviate outside this range. As a result, $\zeta_{\text{Base}}^2$ cannot take more than several steps on inclined terrain with a slope of -1 degrees. We discovered an easy fix to the problem by adopting the following policy: If $\tau(q) > 0.95$, then do not apply any torque. With this update, the controller can still walk on flat terrain. In addition, it seems to be stable on -9 degree sloped terrain! However, we did not present the result with this policy because it ends up with a low MFPT for $\mu_s = 0$. The reason is, it works very badly on uphill slopes.

This shows the need for a better reference parametrization.

VII. CONCLUSIONS AND FUTURE WORK

In this work, we present a methodology for optimizing a low-level control scheme and of benchmarking resulting performance on rough terrain using the MFPT metric for reliability. We apply the approach to two particular control schemes as a motivating example; however, the approach is designed as a means of providing a systematic means of optimizing and benchmarking any of a wide variety of control strategies, not only for walking systems but also for other dynamic systems subject to stochastic environments, more generally.

As mentioned in the previous section, we ended up with a local minimum for the first controller scheme. We aim finding the global solution in a future study. However, our main intention is combining the two schemes by using a more capable and continuous reference parameterization, e.g., B-splines.

To build on this paper, we can also optimize under constraints, e.g., for desired speed, step width, or ground clearance. Furthermore, by designing multiple controllers for different mean slopes, we can increase the stability dramatically as illustrated in [5]. Finally, we may use costs that incorporate other performance metrics also, similar to [14]. For example, goal can be increasing stability while decreasing energy consumption.
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