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Although a great deal of progress has been made during the last two decades in automatic speech recognition (ASR), the performance of these ASR systems, as measured by word recognition and concept understanding error rates, is still much worse than that achieved by human, even for carefully read and accentuated speech in quiet conditions. This performance gap (between machines and humans) increases even more in noisy conditions and for conversational speech. Suddenly increasing computational speed and computer memory tend to impose fewer and fewer constraints on the types and the amount of recognition processing that can be brought to bear on a particular recognition task. In spite of the increased computation and memory, the state-of-the-art technology in automatic speech recognition appears to have reached a plateau in the past few years. New techniques and principles need to be invented or applied in order to substantially reduce the current performance gap in speech recognition between humans and machines. This paper presents some ideas intended to stimulate further research on applying knowledge and principles derived from studies of human speech perception to automatic speech recognition. Although the mechanisms of human speech perception (HSP) are not fully understood, some findings from neuroscience, physiology, cognitive science and psychology could potentially lead to a new understanding and thereby stimulate the development of new techniques and architectures for automatic speech recognition that, eventually, will bridge and reduce the performance gap between machines and humans.
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1. INTRODUCTION

Substantial progress has been made in the area of automatic speech recognition (ASR), especially during the last two decades, when techniques based on hidden Markov models (HMM) and artificial neural networks (ANN) were developed and constantly refined. At the beginning of the research cycle, when the rate of progress was high, many new ideas were proposed and evaluated, and the best of these ideas enabled greatly improved speech recognition performance (over previous generations of technology). One somewhat negative aspect of the feverish activity in devising new methods associated with HMM and ANN technologies was that there were very few researchers who were working on alternative recognition architectures and systems during this period. Hence, now that HMM and ANN technology has reached a state of maturity, it has been shown that the performance of such systems, in real working environments and with vocabularies and syntax that are required for real world applications, is significantly below that of human speech recognition performance. The error rates obtained by the best known ASR methods are often more than an order of magnitude higher than those of humans for ‘clean’ conditions. These differences in performance between ASR and humans become even larger in tasks that involve more realistic ‘noise and background’ conditions. Lippmann provides an excellent summary comparing and contrasting the performance of modern ASR systems with those of humans across a range of recognition tasks [1]. The
current low rate of progress of modern ASR systems has generated renewed interest in the ASR community to think about developing new techniques and architectures for accelerating the rate of progress in bridging the gap between machine and human performance of recognition systems across a wide range of problems.

In order to gain an understanding of the new directions that are currently being pursued in speech recognition, it is worth reviewing the early history of speech recognition research. The first significant attempts to perform ASR, although primitive, were based on early understanding of hearing and human speech perception (HSP). These early speech recognition systems assumed that short speech segments corresponding to phonemes, diphthongs, syllables or even words could be uniquely mapped into the corresponding linguistic units by measuring the "spectral distance" between these segments (or some appropriate spectral representation of these segments) and a set of previously recorded and labelled templates. The resulting set of methods of speech recognition, based almost exclusively on simple pattern recognition techniques and models, formed the basis for speech recognition research for almost two decades, and was only recently displaced by the set of statistical pattern recognition methods as exemplified by HMMs and ANN.

There is a long running debate regarding the inequality between ASR and HSP, both from the performance perspective, and from the involvement (or lack thereof) of the higher levels of cognition and understanding in the ASR processing. This debate leads to questions as to whether the two processes (ASR and HSP) could ever perform similarly so long as machines do not process speech like humans. One possible conclusion from this discussion is a strong lack of faith in ASR research and its ultimate ability to solve the speech recognition problem in realistic environments. Some have even questioned whether it is worth continuing and supporting such research [2]. Current ASR techniques (like HMM and ANN) are data-driven. Such data-driven models infer or learn the relevant speech structures from large quantities of training data and use relatively simple speech models to map acoustic to (context-dependent) phones and words. These data-driven techniques and the resulting models are often cited for incorporating too little (linguistic and acoustic) knowledge about speech and about the processes of speech perception in humans. While a large number of researchers from the ASR community believe that new directions and discoveries are necessary to match or exceed human performance, others, often a more conservative group, think that having significantly more data and patience will be sufficient to achieve this goal. Government-sponsored research in the spoken language area and existing long-term projects have taken such new directions [3], although they are reluctant to completely abandon the mainstream direction in which they previously invested considerable resources. This leads to a third school of thought, namely that it is possible to maintain and build on existing technology by supplementing it with appropriate linguistic and acoustic knowledge about the speech recognition domain [4].

While using new knowledge from HSP to develop new methods in ASR and improve recognition performance appears to make sense, there are a number of practical problems and difficulties associated with this approach. First, there is no complete understanding of how these humans and primates take place in human speech perception and speech comprehension; hence we are always working with an incomplete and inaccurate representation of linguistic and acoustic knowledge of speech. Second, not every complete or partial discovery in speech perception will lead to an improved computational model for ASR; many times new linguistic or acoustic knowledge cannot be easily implemented in the current state-of-the-art technologies. Third, the area of speech perception and understanding is a multidisciplinary venture where discoveries and theories emerge from various fields such as neuroscience, psychology, linguistics, cognitive science, etc. These fields are usually not well monitored and understood by engineers and computer scientists who implement new technologies. Finally, understanding how the brain works poses formidable difficulties even for simpler, more specialized functions such as hearing. The auditory cortex contains about 100 million neurons [5], whereas the total number of neurons in the human cerebral cortex is about 10 billions and in the brain is about 100 billions [6]. The enormous number of neural cells in any specialized cortical brain function is just one complication in trying to explain psychophysical phenomena. A second difficulty is the complicated interconnections among these neurons and also between them and the thalamus and other cortical areas of the brain (where there are 60 trillion synapses in the cerebral cortex according to [5]). A third difficulty is the microscopic nature of these neurons and their interconnections. These difficulties often make the study of speech perception rely on external observations and behaviour that only indirectly (and often nonlinearly) represents specific observed phenomena. Thus, most of the more biologically-inspired auditory models, proposed for use in ASR systems, account primarily for the processes that take place in the cochlea and at the lower levels of the neural transduction process in the auditory pathway. Among such models are the Lyon Cochlear model [7], the Benett joint synchrony/mean-rate model [8], and the Heuss segments/trends pattern recognition [9].

The goal of this paper is to emphasize new understanding and discoveries emerging from the set of multidisciplinary areas related to speech perception and to encourage the integration and the implementation of this new knowledge into new and existing technologies for ASR. Although the processing and integration of this new knowledge from so many diverse human is not trivial, it is precisely what the brain does well, i.e., integrating information from lower levels to build higher levels of meaning and cognition. Emphasizing the role of discovering new knowledge by integration does not mean that the essential role of scientific discoveries in any specific field or area should be disregarded or that any integration of information results in higher levels of knowledge and understanding. Thus this paper compares some general characteristics of HSP with techniques used in ASR and discusses some issues that could be responsible for the performance limitations of current ASR technologies. It is not yet known what type of technical solutions would overcome these problems, or even if the solutions to these problems would eliminate or significantly reduce the gap between HSP and ASR. However, this paper encourages researchers to explore such ideas both theoretically and experimentally. It is anticipated that future advances in the understanding of the brain processes together with new technological advances in computing will lead to new technologies that could eventually eliminate the gap in performance between ASR and HSP.

2. HOW WORDS AND CONCEPTS EMERGE AND ARE RELATED IN THE BRAIN

The sensory systems serve the role of acquiring and transmitting specific information (e.g., auditory, visual, tactile, etc.) to the brain or central nervous system (CNS). The brain's ability to build cognitive codes from the sensory information systems is realised by exposure and learning and to some extent it is hereditary. However, the capacity of the brain to encode (e.g., learn) and decode (e.g., recognize or retain) specific sensory words and concepts requires a specialized vocabulary that is essential for the spoken language to communicate and exist long-term in the brain. This capacity served a vital role in the survival of the human race, e.g., by recognizing food or predators in the environment. However, these primitive visual, auditory, tactile or olfactory codes corresponded to existing entities in the environment (e.g., water, trees, reptiles) and were not 'intentionally' created by human beings for the purpose of encoding a communication message. Here 'intentionally' refers to the capacity of an individual to produce or manifest, at one specific time, one of a number of distinct states (messages) for the purpose of communicating that state to other individuals. The brain has the capacity to decode, at a specific time, a static message (one state out of a finite number of states) and also to decode temporally encoded messages which can be defined as a temporal sequence of different states that, as a whole, represents a new message (a unique combination of states). This latter characteristic naturally involves the use of memory. Speech serves as a means of communicating by temporarily encoding messages. Speech is certainly not the first communication code ever invented. However, it is probably the most important one in the evolution of humans. Some authors even attribute the rapid intellectual evolution of our species to the emergence of speech and language.

The brain can store and recognize an enormous number of codes representing concepts that are learned and built through exposure of the individual to the environment. However, the brain has a finite capacity for storing these codes or concepts due to the finite number, although very large, of neural cells and synapses. The emergence of spoken language enabled the brain to associate perceptual concepts to linguistic forms or units perceived as a temporally encoded message through the variation in time of the acoustic properties of the emitted sounds. The language uses discrete entities such as morphemes, words, phrases and sentences to represent concepts or meanings. The number of codes or concepts that can be perceived by the brain is believed to be higher than the number of words in a language [11]. There are indeed many native concepts that do not have corresponding linguistic forms (morphemes, words, or phrases) in a language and thus cannot be communicated as words. In general, the relationship between words and concepts is not one-to-one mapping [12]. However the number of concepts or meanings that can derive from language can theoretically grow infinitely due to the endless possible combinations of the linguistic forms. This certainly does not happen in the brain and an infinite number of theoretical combinations of linguistic forms do not
have any associated meanings or concepts in the brain. Morphemes, words and, to some extent phrases, can be associated with primitive concepts that represent recognizable codes built and stored in the brain's memory. It is believed that human language processing uses three types of interacting structures, each stored separately in the brain: a) the concept structure which includes all non-linguistic perceptions, actions and representations; b) the linguistic structure which includes the mental lexicon and the set of syntactic rules; and c) the mediation structure which interconnects the first two structures [13]. The first neural structure is located in both cerebral hemispheres, whereas the other two are mainly located in the left hemisphere. The word represents a special code perceived and learned through the auditory sensory system, and only later in life is associated with reading and writing. Its role is to activate other concepts or codes in the brain that in general are not perceived and learned through hearing and thus serve the purpose of communication among those who have the same language. However, the emergence and use of language helps build not only to communicate but also to build in their mind a structural representation (with complex levels and interconnections) of everything they know about the world, including themselves. Although the word-concept mapping is not one-to-one, it can be considered that the mental lexicon is used to build linguistic representations that duplicate somehow the mental perception and knowledge of the world. Even though the words and the concepts are starting to emerge in the brain of an infant during the first year of life, the acquisition of meanings (association between words and concepts) only starts during the second year of the child's life [14]. The codes of the mental lexicon can naturally be activated through perception and recollection or through thinking. They are stored in the long-term memory (LTM) of the brain. Long phrases and sentences might not be stored as unique perceptible codes but rather as sequences in LTM of more elementary codes.

The activation of the codes in the mental lexicon induces the activation of some non-linguistic codes in the brain. Conversely, the activation of non-linguistic codes can induce a pre-activation of associated elements in the mental lexicon. These activations last for some interval of time so the perception of a word code or of a non-linguistic concept can be influenced by the previously activated codes or perceptions. When perceiving a linguistic message, this phenomenon, known as a contextual effect, influences the perception of the current word by the previously perceived words, phrases and sentences. It is expected that in speech perception both the word codes and the corresponding non-linguistic codes (concepts) become sequentially activated. Their activations likely overlap for some time. However, these mappings or interactions between the mental lexicon and the non-linguistic repository of concepts cannot naturally be shut down. Such a permanent interaction can be better understood by analysing the McGurk effect in speech perception which shows, indirectly, that conscious interruption of a neural channel of perception is practically impossible [15]. It appears that the perceptual information and the contextual information make joint contributions to the perception of words and these contributions are independent and processed in a similar way [16]. It is thus worth questioning the legitimacy of the expression 'human speech recognition' when humans listen to speech in a known language. Such questions can be appropriate when listening to nonsense speech, which does not happen so often, or to speech in an unknown language. The difference in performance between the two cases would reflect the contribution of the linguistic (lexical, syntactic, semantic) and non-linguistic layers of codes representing concepts to the perception of speech sounds. In ASR, however, this phenomenon is structured simplistically by a single top-down processing scheme imposed by the syntactic rules and by word probabilities, which also takes place in speech perception. According to this simple paradigm, only words following the structure of the pre-programmed language rules (the system syntax) can be recognized and the recognition of a specific word (from a fixed lexicon) is influenced by a few preceding words (the n-gram language model estimated from a lexical corpus of training data). Thus, context effects are not processed for in ASR through pre-programmed language rules and are therefore probabilities that are usually inferred (or learned) from the training data. In current ASR technologies there is no direct process that implements the local influence of the semantic conceptual codes (as opposed to the syntactic context) upon the recognition of current and future words in a sentence. Instead, this process is simplistically simulated by syntax and word probabilities derived from linguistic regularities.

3. SPEECH CODE AND INFORMATION PROCESSING

The speech signal represents a temporally encoded message. Speech employs the time dimension for the purpose of encoding discrete messages or codes. The speaker encodes in a non-stationary acoustic signal (generated through complex sound interactions in the vocal and nasal cavities) a certain linguistic form or structure (e.g., a word, a phrase or a sentence) for the purpose of communicating or producing a specific message (or concept). The listener decodes the linguistic message embedded in the acoustic signal as a variation in time of the acoustical properties of the signal. The structure of the speech code reflects the structure of the language. These structures reflect the constraints imposed by anatomical, physiological and efficiency factors. Through evolution these structures and the speech code became highly optimised in order to enable highly efficient communication among individuals.

The code activated in the brain can be perceived from a static source (e.g., a picture of an apple) or from a time-varying source (e.g., a speech segment containing the word 'apple'). In the former case probably only the conceptual (semantic) code is activated to reach consciousness, whereas the word code, although pre-activated, may or may not reach this level. In the latter case it is likely that the word code is activated first and then the conceptual code reaches the activation, but this happens so fast that at a conscious level they appear as a single event and not as two separate events in time. In either case the brain employs short term memory (STM) during perception.

It is known that the capacity of the brain to perceive, recall or activate (by thinking) linguistic or non-linguistic codes in a unit of time is very limited [17], although the number of such learned codes stored in the brain is large. The brain works as a parallel processor of information provided by different sensory systems. The channel capacity of the brain to perceive information from a single sensory system along a single physical dimension is estimated to be at most 3 bits (8 different states or alternatives) [17]. This channel capacity increases by employing multiple simultaneous dimensions or modalities but it does not represent the summation of those corresponding to individual dimensions or to different modalities (sensory systems). The total channel capacity of the human brain to perceive parallel information from various sensory systems is still unknown [18]. This total channel capacity is also estimated to be subject to a great deal of variability across species [18].

The speech code carries a certain amount of information which can be more easily evaluated at a word level or at sub-word levels as represented by phonemes or syllables. The average amount of information, measured in bits, generated by the event of selecting a symbol i from a group of N distinct symbols can be described by the entropy H as follows

\[ H = \sum_{i=1}^{N} p_i \log_2 p_i, \]  

where \( p_i \) represents the probability of occurrence of symbol i. This amount of information can be calculated in the case of selecting one symbol at a time from the total number of words N stored in the mental lexicon. It is estimated that an average 6 year old child possesses a lexicon of about 14,000 words whereas a high-school graduate has about 45,000 words in his lexicon [19]. If all words are considered equally probable then the entropy of one word event is 13.77 bits in the case of a 6 year old child and 15.46 bits in the case of a high school graduate. In reality these entropy values are lower because words occurring in speech do not have equal probability. A similar calculation of the average information can be applied to phonemes or syllables. If, for example, there are on the order of 42 phonemes in English, the average information per phoneme is 5.4 bits when the phonemes are considered equally probable and 4.7 bits when observed phoneme frequencies are used [20]. Since the number of syllables in English is much higher than the number of phonemes, but lower than the number of words, the average information per syllable would be comparable to the average information per word.

The capacity of the brain to process speech information, along with other anatomical and physiological constraints, should be reflected in the temporal structure of the speech signal. This means that the rate of speech events per second could not be higher than the rate at which the brain can process information, or otherwise the information would not be correctly perceived. Without discussing the role of phonemes in speech perception, if the information rate of any, the average information rate of conversational speech (where humans occur at a rate of about 10 per second) is about 50 bits/s [20]. The analysis of conversational speech reveals a high optimization in the use of words because the majority of the most frequent words are monosyllabic [21]. These data reflect a correlation between the frequency of the words and their duration — short words occurring more frequently than long words. In conversational speech, at a rate of 3 or 4 words/s [21], the average information rate at the word level would be between 46 bits/s and 61 bits/s for a lexicon of 45,000
words (assuming they have equal probability of occurrence and less if the word frequencies are employed). This shows that the rate at which the brain processes the speech information would be roughly the same at the phoneme level and at the word level. When other sensory channels or modalities are employed simultaneously with speech, the capacity of the brain to process all the information approaches a plateau and pushing more information above this limit results in some loss of information [18]. The fact that the human brain receives speech information at approximately the same rate, irrelevant of whether the speech unit is either phoneme or syllable, seems to support the principle that speech is segmented by a word. However, most of the current ASR approaches employ phonetic models (e.g., monophones or triphones) and not word models [22], although this is motivated by computational factors and information processing rates. Hence a key question going forward for ASR systems is whether a more detailed theory of information processing in the brain would help the quest for the fundamental units of speech perception, or would it make it even more difficult.

4. UNITS AND MODELS OF SPEECH PERCEPTION

Computational models of speech perception are heavily dependent upon the choice of the units that are considered the building blocks of speech. It is not known if the complex temporal acoustic stimulus encoded by speech activates the word code directly or through a pre-process in which sub-word units, such as syllables, diphones, phonemes or features, are activated first and then some type of combining process activates the word form. This probably represents the most intriguing question in speech perception [23], and there is a large body of studies and publications seeking answers to this question. Extensive reviews and discussions on this issue can be found in [24] and [25]. A definitive answer to this question could have important consequences for the implementation of ASR engines.

If the fundamental unit of speech perception were one of the sub-word phonological units (syllables, diphones, phonemes or features) this could be justified by some economic principles. Since words share all these sub-word forms, an economic structure in speech perception could be beneficial. The discussion here considers the case of the phoneme being the fundamental unit in speech perception, but many principles derived below would be similar when using other sub-words units of speech as the fundamental unit. An economic processing structure can be represented by a phonetic tree in which nodes correspond to combinations of phonemes and branches represent phonemes. All words that share the same combination of the initial consonants up to a certain position would be processed by activating the same path through the nodes and branches up to that phonetic position. This phonetic tree would represent the whole mental lexicon as well as the phonotactic constraints of the language (the fact that not all the combinations of successive phonemes are possible in a language). This would require less storage memory and less computation than what each word would have to be tested and classified using a separate model. Since memory and computational efficiency this theory was adopted by many supporters in HSP and was efficiently implemented in ASR technologies. The brain possesses an enormous parallel computational power and it is not known if such an economic principle could have affected and modelled the processes and architectures of speech perception. However, in spite of its efficiency characteristics, this theory cannot completely account for some phenomena. For example, if humans employ such a phonetic tree in speech perception, how would this theory explain the fact that listeners are able to perceive a string of phonemes representing a nonsense word, since the phonetic tree does not contain such words? Or, if the phonetic tree represented all possible words, how could the theory explain the learning of those neural codes corresponding to these words since most of them were probably never encountered during the learning process of the language.

Some theories support the idea that either the phonological features or the phonemes are the fundamental units of speech perception and all other phonological forms are built by successive combinations of these units, although they do not specifically support the idea of employing an efficient phonetic tree in speech perception. The acoustic invariant characteristics of these units could support these theories but these acoustic invariant properties are difficult to identify and several investigators have spent decades trying to find such acoustic invariant characteristics of the phonemes of English [26, 27]. A different view supports the idea that, for example, for place of articulation of the stop consonants, the invariant cues are not static but dynamic (spread across a phonological sequence) [28], which means that they cannot be associated with a single distinct feature or phoneme. A recent study showed that the spectral variability and the temporal variation of these cues is higher than that at the transition position between successive phonemes, and this difference is statistically significant [29]. Could this be an argument against the phoneme-as-the fundamental unit in speech perception?

Many studies of phoneme monitoring based on measuring human reaction time (RT) showed that the time to identify a phoneme is longer than the time to identify the syllables [30]. However, using RT in the search for the fundamental units of speech perception could be deceiving since it can reflect some other processes that take place in the brain whose phenomena and epi-phenomena can influence the results. The conclusions from a large body of studies suggest that the identification of syllables and words precedes the identification of phonemes and that the perception of phonemes is not perceived but inferred from the identified syllables and words [25]. There is also strong evidence that illiterate adults cannot, or have great difficulties, segmenting speech phonetically. It is suggested that the ability to segment phonetically is acquired through learning how to read and write in alphabetic languages. This is supported by evidence that in languages using non-alphabetic writing systems, such as Chinese, listeners non-familiarized with any and alphabetic writing system of other languages cannot segment phonetically.

Some studies of disorders in speech production support the role of the phoneme in speech processing. The idea is that when speakers make mistakes and replace a phoneme in a word with another phoneme which leads to a nonsense word, they use the phoneme as the fundamental unit in speech. However, even if the phoneme played a fundamental role in speech production, this does not mean that it would play the same role in speech perception. Up to the issues discussed in this paper were not focused on and did not dwell on speech production since this paper is concerned with speech perception and automatic recognition of speech. However, it should be mentioned that speech perception is an influential theory that speech perception is rooted in speech production. This theory, called the "motor theory of speech perception", presupposes that the listener perceives speech through a specialized module in the brain that makes direct use of the patterns and processes involved by the speaker during speech production [31]. This theory is strongly criticized however by the auditory theory of speech perception that considers that speech perception does not involve any production process. Another theory that the auditory theory then advocated the idea that 'speech is special' because it involves two related processes: production and perception. It is no doubt that the two processes are related, but it is not clear why one of them could function without the other? Totally deaf persons are capable of producing quite intelligible speech. Their only perceptions of speech are visual and proprioceptive (for their own speech). The auditory theory emphasizes the role of auditory processing in the perception of speech, and thus the independence of the speech processing from the speech production process. These theories consider that the auditory pattern of speech units are processed in a bottom-up manner and they do not rely on any motor process to activate the conscious linguistic perceptions. An example of such an auditory theory of speech perception is presented in [32], whereas a pure pattern recognition (bottom-up) approach to speech perception is presented in [33].

Connectionist models of speech perception employ excitatory and inhibitory interactions among various units which lead to the perception of words. In one such connectionist model, called TRACE [34], the activation of features produces the activation of phonemes, which produces the activation of words. The features are considered some fundamental phonological characteristics of speech (e.g. voiced, nasal, anterior) whose combination leads to specific sounds or phonemes. There is, nevertheless, criticism of this type of model. Why should listeners indirectly employ the recognition of some abstract features whose properties are not acoustic but articular (related to the positions and functions of the articulators) and then combine these features to recognize phonemes and then words?

Other studies suggest that the fundamental units of speech perception are the syllables. In such a model, called the Fuzzy Logic Model of Perception (FLMP), the fundamental units of speech perception are believed to be the CV syllables, the VC syllables and the vowels, where V is a vowel and C is a consonant or a consonant cluster [35].

Due to a large number of studies providing various and sometimes contradictory results and conclusions, some researchers suggest that probably no fundamental unit of speech perception exists and the perception takes place through the interactions of various levels of representation [36]. A similar approach to the fundamental units of speech perception, based on the Adaptive Resonance Theory (ART) [10], considers that the question about the fundamental unit in speech perception is misguided and it is an ill-posed problem [23].
According to this view, the units of speech perception are those features or phonological units that reach consciousness at a perceptual conscious level. In other words, the perceptual units in speech and the consciousness (or attention) focuses on. However, this type of view does not answer the question whether the perception of spoken words involves a pre-processing stage (either conscious or not conscious) in which sub-word units such as phonemes or syllables are perceived first and then concatenated to lead to the perception of words. The hypothesis that there is no unique, or fundamental, unit in speech perception and that this unit depends upon the focus of attention of the brain does not exclude either the possibility of serial processing (concatenation), or the simultaneous involvement of multiple types of phonological units. Since in ASR the most successful methods use the concatenation principle, it would be extremely important to know if the same process takes place in the human brain during the perception of speech.

Extensive evidence against the phoneme as the fundamental unit in speech perception makes more and more researchers believe that the syllable or word would be a better candidate for this unit [24, 25, 37]. The search for the fundamental units of speech perception is still underway because it is considered one of the most important problems in speech perception and still does not have a complete answer. Nevertheless, the search also continues for better models of speech perception. This search will probably continue until a better understanding of the underlying process emerges along with a more accurate model that can explain all the important phenomena observed in speech.

5. A COMPARISON BETWEEN HSP AND ASR

All ASR approaches are more or less inspired by principles from speech perception. A detailed comparison between HSP and all ASR methods is not possible since many aspects of HSP processes are not understood, but such a comparison can be made at some general level. Although there are various types of ASR techniques, they have many common processing stages and characteristics. In this section, the comparison between HSP and ASR is made only along the following two dimensions: a) architecture and levels of organization; b) spectral analysis and feature representation; c) top-down information processing; d) speech units; e) speech segmentation; and f) coping with speech variability.

5.1. Architecture and Levels of Organization

The most important architectural difference between HSP and ASR is that the former involves a large parallel neural processing system whereas the latter, based on computers, uses a serial processing system. Functionally, the former uses millions of neurons whose information processing rates are relatively low (a neuron fires at a rate of approximately less than one thousand times per second) whereas the latter usually employs one microprocessor whose processing rate is very high (a microprocessor can currently work at a rate of about one billion instructions per second). It appears that these differences can be, to some extent, compensated for in ASR by the high processing rate of the microprocessors.

Another distinction is represented by the higher number of levels of organization in HSP (from the auditory system) than in ASR. In humans the spectral-temporal information from approximately 3,500 inner hair cells (IHCs) and 12,000 outer hair cells (OHCs) along the basilar membrane is transmitted by approximately 30,000 different fibres (90-95% receiving from the IHCs [38]) in each of the auditory nerves to approximately 90,000 neurons in the cochlear nucleus. Additional processing occurs at higher levels using the 34,000 neurons in the superior olivary complex and trapezoid body, the 38,000 neurons in the lateral lemniscus, the 400,000 neurons in the inferior colliculus, the 500,000 neurons in the medial geniculate body and the 100,000,000 neurons in the auditory cortex [5]. Another hierarchical organization is represented by the six layers found in the auditory cortex. Important interconnections are also involved among these levels. It is believed that the auditory pathway below the cortical level plays a much more important role than simply transmitting the information to the higher processing levels. Such complex interconnections and the increasing number of carriers of information found in the auditory pathway are not usually implemented in existing ASR systems. Some ASR methods (based on ANN) employ multiple hidden layers of processors, usually 2 to 5, and time-delayed inputs to allow the network to capture model nonlinear mappings and temporal correlations [39]. However, these architectures are quite homogeneous and it is unlikely that the number of levels and interconnections accurately reflect those employed in HSP.
information is combined with bottom-up information. In ASR, such top-down connections are only implemented at high levels by emulating semantic and syntactic constraints with linguistic rules and word probabilities (n-grams). The different connections in the auditory pathway do not usually have any direct equivalent at the lower levels of information processing in ASR (e.g., features are not affected by top-down information). This could be a reason for the lack of robustness of the ASR feature.

A related but distinct dissimilarity between HSP and ASR is represented by the existence of another major level of the architecture and process in ASR, represented by the multimodal concept code level, in addition to the word code level and the syntactic-semantic level that are also implemented in ASR. The syntactic-semantic level influences the word recognition in both systems but the multimodal concept code level is neither existent in ASR nor is represented in a one-to-one manner by the word code level. This is not a minor distinction since in HSP the concept-word interaction is bidirectional and the concept code level is grounded in multiple modalities (e.g., sensory, motor, semantic). In ASR the word selected by recognition is only influenced by the bottom-up (acoustic) and the top-down (linguistic constraints (syntactic and semantic) that are also present in HSP. In ASR applications such as command and control applications, a relatively small number of possible sentences are allowed to be recognized, and consequently syntactic-semantic constraints are indeed imposed upon the recognition, but these constraints are only implemented by the whole sentences and not by individual concepts as represented by the multimodal concept code layer in HSP. Individual concept interactions are simulated in ASR only at a linguistic level by using word probabilities (e.g., bigrams, tri-grams, etc.) but this is a rather simplistic process and does not come from the multimodal environment context but from previous utterances (words). In ASR the recognition of the words of a sentence such as ‘Close the red valve’ can be influenced by top-down information by imposing syntactic and semantic constraints as well as word probabilities, but the perception of these words in HSP is also affected by many other multimodal concept codes which are actively involved in the context (e.g., ‘boss’, ‘pipe’, ‘job’, ‘wrench’, ‘water’, etc.), not only by the words (and their meanings) of the previous utterances.

5.4. Speech Units

All the important speaker-independent ASR approaches use the concatenation principle to represent words by successive phonemes. The fundamental unit of processing is thus the phoneme, which is usually represented by a context-dependent model (e.g., triphone, demiphone). Words are represented in the pronunciation lexicon as concatenations of phonemes, similarly as they are represented in writing by a concatenation of letters. However, in HSP, as discussed above, it is unlikely that the phoneme and the concatenation principle play the only central roles as in ASR. A variety of experimental and theoretical studies provide more and more evidence that in HSP some holistic processes employing words or syllables are likely to also be involved. Such approaches in ASR currently would probably cause computational problems and training problems due to insufficient speech data.

5.5. Speech Segmentation

Current ASR techniques, such as the HMM recognizer, perform the search for the best sentence on whole sentences by combining the acoustic and linguistic information and searching a lattice of words and phones for the best hypothesis. The recognizer exploits pauses or also other pause-like sounds for segmenting the utterance into sentences (or phrases). Because these sentences usually obey grammatical rules, these rules can be imposed by top-down syntactic-semantic constraints, and thus the recognizer performs better when the recognition and final segmentation are performed on the whole sentence. However, sentences can last for a few seconds or more and it is known that humans do not usually wait for the end of the sentence in order to recognize words or phrases within the sentence. In ASR the segmentation of the input utterance into individual words (various hypotheses) leads to computing confidence scores and selecting the best hypothesis for the final recognition. The segmentation into words precedes the recognition and there is usually no local effect of the recognition of the current word on the segmentation of the next word. Of course the final recognition retrieves back the corresponding (best) word segmentation but this happens for the whole sentence.

In HSP it appears that the perception of the ‘current’ word plays a much more important role on the identification of the onset of the following word, whose identification in turn, plays a very important role on the recognition of that word. This might be also influenced by the fact, discussed in Section 5.3, that in HSP the meaning of an individual word usually is perceived at run-time (‘instantly’) and not after the completion of the whole sentence, although there are situations when that happens (sometimes the recognition of the meaning of a current word depends upon a word or phrase that only comes after a few more words). It should not be understood that the ‘current’ word is processed without a certain delay or that this delay is always constant regardless of the identity of the word and the content of the sentence. In fact, some words (in particular long words) appear to be recognized before they ended. This could certainly affect the recognition of the current word, and consequently, the identification of the onset of the following word. In such situations, this effect probably plays a less important role and the recognition and segmentation rely on other processes. However, this does not exclude the possibility that this local effect (current-word recognition influences the identification of the onset of the following word) is used in HSP most of the time. Such a local effect imposed by the recognition of the current word upon the segmentation of the following word is not directly implemented in ASR where multiple segmentation hypotheses are derived by imposing semantic and syntactic constraints and precede the final recognition of the whole sentence. However, in principle, such an approach could be also implemented in ASR by providing onset markers after recognition of high-confidence words and associating additional probabilities with these segmentation markers based on the confidence measure of the preceding word.

5.6. Coping with Speech Variability

Probably the most difficult problem in ASR is dealing with the great variability found in natural speech and with the effects of various noisy environments. In both cases, current technologies would perform better if more speech training data, covering a larger number of speakers and environmental conditions, were available. However, humans perform much better than ASR in perceiving speech from many speakers and different environments without a prior exposure to the exact type of speech and environmental noise. This leads us to suspect a deficiency in ASR in coping with the large variability in speech and environmental factors.

By way of example, the left plot in Figure 1 shows the distribution, in the acoustic space of the first two MFCOS, of all the frames corresponding to the 61 phones from the training part of the TIMT database (blue/dark) and to the /aa/ phone (red/grey). Such large spectral distributions for phonemes have been shown to be more the result of phonological context variability than of speaker variability. Speech sounds also display a large temporal (durational) variability. Although a normal speech rate comprises about 10 phonemes per second, speech can be produced and perceived at much lower and higher rates. For example, the comedienne Fran Capo, who is listed in The Guinness Book of World Records as the fastest talking female, has achieved an incredible speaking rate of 603.32 words per minute, which is about 10 words per second. It is more difficult to assess the maximum rate for speech perception than that for speech production, but it is clear that it is much higher than 10 phonemes per second. Another temporal (durational) variability, which undoubtedly plays a significant role in speech perception, is the effect of phonological context on phone duration [41]. The right plot in Figure 1 shows the variability of the average duration across all 61 phonemes in the training part of TIMT as a function of right phone identity (written at the bottom). To account for this high degree of variability, there must be innervate mechanisms in the brain. It is likely that the brain deals with the high degrees of spectral and temporal variability of speech by employing specialized neural mechanisms.

In HMM, temporal variability is modelled by transitional probabilities (or by explicit state or phone duration models) among stationary (or non-stationary) phone states and spectral variability is usually accounted for by employing a mixture of a large number of Gaussian components to represent the composite probability density of the acoustic features of the phones in each state. A mixture of Gaussian is associated with an HMM model of a phone and it provides a spatial representation for this phone model in a P-dimensional space of the feature vectors, containing P static and dynamic features such as MFCOS. Each Gaussian mixture can be imagined as a hyper-ellipsoid (or hyper sphere) in a P-dimensional space, but the standard deviations of the features are usually different. The dimension of the space is equal to the dimension
of the feature vector and it is usually less than 40. All the phones are represented in this common and homogeneous P dimensional space, each occupying some distinct regions, but the corresponding hyper

Figure 1: Left: MFCC distribution for all the TIMIT training phones (blue/grey) and the test phone (red/grey); Right: Average phone duration (ordinates) as a function of the right phone context (abscissa)

6. DISCUSSION

Increased understanding about the brain and language processes has emerged, especially during the last two decades [42]. For speech processing in the brain there is evidence that more complicated architectures and language processes are involved than was thought to be the case not too long ago, when it was assumed that speech was only processed in the left hemisphere (in the Broca’s area for production and Wernicke’s area for perception). There is a better understanding now about how words and concepts emerge and are related in the brain [43], [44]. In particular, this new understanding can have a significant impact upon current and future implementations in ASR.

The detailed time varying processes involved in the perception of spoken words are not yet fully understood, but when this understanding is obtained it could produce a significant step forward in the advancement of ASR technology. It is almost impossible to think about a spoken word without following an underlying imaginary time sequence of the sounds of the word. However, one can think (with a little less difficulty) about a concept without activating to consciousness the corresponding word code. Although recent improvements in the production of speech are more accurate in reflecting the processes in the brain [45], there is still no clear evidence about the exact time course processes involved in lexical access during speech perception.

A related but significant issue is whether there is a fundamental unit in speech perception, and what it is. Indirectly, this would explain why words are processed holistically or microscopically (by a pre-processing stage which presupposes the recognition and concatenation of sub-word units) in the brain. There might be a third alternative as suggested in this paper: namely combining the first two alternatives. In such a model, words are perceived both holistically and microscopically (possibly involving various phonological units or features) and the information emerging from various levels is integrated leading to a decision among competing candidates. It is known that humans can accurately perceive isolated words and syllables or some phonemes that can be produced in isolation. That simply means that humans have the ability to perceive various speech 'codes' even without a larger context or without meaning. This does not mean that the brain uses exactly the same processes and channels in all these tasks or that the accuracy of identification is the same in all these cases. However, the alternative suggested here for speech perception is different from that suggested in [23], which supports the idea that there is no fundamental unit in speech perception and the unit in what the attention focuses on in a specific task. The idea suggested in this paper indeed agrees that in the perception of words the objects of attention are the words, whereas in the recognition of nonsense syllables or phones the objects of attention are units. But, in addition, this paper suggests that the perception of words involves a few parallel processes that all concur in the perception of the word. That is, there are simultaneously involved processes: a holistic process of word perception and a few other sub-word processes such as for the recognition of syllable, diphones, and certain phones. This hypothetical model does not contradict the idea that the perception of words is also influenced by larger lexical segments (phrases, sentences) or semantic information, but the discussion here is limited to the processes at the word level and below. There is some evidence that speech is not represented in the brain during perception as features, but even if it is, this does not contradict the idea suggested in this paper.

The most important argument supporting this multi-level model of word perception proposed here is that all of these units are repeatedly heard during the process of language acquisition, and this must inevitably lead to the creation of architectural patterns of synaptic connectivity in the auditory pathway and the auditory cortex at various hierarchical levels and not only to a single pattern ending with the word 'code'. For example, why should the brain not build a myriad of synaptic connections (since it has so many available during infancy) for the repeatedly heard spectral transitional pattern between /f/ /l/ in words such as 'she', and only build such patterns for words or phonemes? Is it known that such synaptic connections and the early beginnings of recognition of words occur during the first year of infancy whereas the acquisition of the meaning of the words only begins during the second year of the child’s life [44]. Since the absence of the meaning could be the basis for the building of such word codes from continuous speech, it is unlikely that the brain does not build similar codes for syllables or even phonemes due to a lack of meaning when they are heard repeatedly during language acquisition.

Another argument exposes the theory that speech is heard and coded in the brain as a concatenation of fundamental units (e.g., phonemes). This theory is contradicted by the fact that the concept of the phoneme is mostly acquired by humans when they learn how to read and write in alphabetical languages. But this does not mean that illiterates are not able to recognize and repeat, for example, an isolated nonsense syllable such as ‘bi’ or an isolated phoneme such as /l/. If they would only have had this sound, it could not be recognized. But, they probably have previously built synaptic patterns that respond to ‘i’, ‘r’, ‘l’ and possibly ‘b’, and others that respond to ‘bi’ and ‘lr’, whether or not these patterns later converged into meaningful words. So, the ‘codes’ for these units must exist in the human brain together with those of words since infancy and childhood. One can argue against this by saying that humans can repeat things without having previously learned codes for those things. For example, a French-only speaker could repeat an isolated Japanese word without previously hearing that word or knowing its meaning. This is true, but this is only possible because the person previously heard and spoke similar syllables and phonemes in French. What is also true is that for the first time the Romanian word ‘mâine’ (meaning ‘tomorrow’) pronounced as /mâine/ is not able to repeat it correctly because the close central vowel /â/ does not have perceptual and production codes in its brain.
Perceptual studies on the spectral transitions between phonemes showed evidence that these regions play a very important role in speech perception [46]. If these transitions are so important why don’t the brain have individual recognition ‘codes’ for them, since they are not characteristics of individual phonemes (they do not belong to phonemes) and they only characterize specific combinations between phonemes? Since humans usually retain a lexicon comprising a few tens of thousand words, what would be the memory economy of not employing a few more thousand codes for these important phonological segments? A recent study showed that the spectral transitions between phonemes reveal quite unexpected underlying trajectories, some of them non-monotonic, which do not have a linear relation to the corresponding monotonous trajectories of the articulators during the production of these segments [47]. Moreover, in a different study, it was found that the spectral variability at the position of maximum spectral transitions between phonemes is lower than that at the phoneme centers, and this difference is statistically significant [29]. In addition, there are statistical regularities in the duration of phone as a function of the left or right context [41] and these regularities could carry some linguistic information. These findings, among many others, support the idea that speech perception likely uses learned transitional ‘codes’ in the perception/ recognition of words. So, it seems unreasonable to believe that neither the fundamental sounds (phonemes) nor their various phonological combinations have syntactic codes specialized for their recognition. Such a multi-level word perception/recognition process would not constrain the limitations from the information processing capacity of humans since they could be performed in parallel at an unconscious level.

Arguments can also be constructed in support of the holistic process of word recognition. The capacity of the short-term memory in humans is much higher than that corresponding to a single word, and it is unlikely that the brain does not also employ holistic channels to perceive the sounds. These channels could be explained by the redundancy principle involved in perception, and could account for error corrections when the incoming speech is syntactically defective, as in phonemic restoration [48]. In reading, words are processed by saccadic eye movements with fixations of less than 300 ms that correspond to some 4–6 letters, and words longer than 8 letters are processed as a whole [49]. It is known that a holistic process which is also involved in reading, although it might not be the only one. Some researchers suggest that a phonological sequencing is also involved in word reading [50], but this does not exclude the existence of a holistic process and the phonological sequencing could be a parallel process of visual-word perception because of the way most people are taught to read.

The multi-level model of word perception could be extended to higher levels of spoken sentence perception by imposing additional processes of real-time segmentation at the word level as suggested in Section 5.5. In addition, a similar real-time segmentation process could take place at the sub-word units level. This model could also be incorporated into adaptive spoken language understanding systems that represent the knowledge at two separate and interactive levels (a lexicon word level and a semantic word level), in addition to the syntactic-grammatical level, and which could also model the acquisition of words and meanings [51]. The multi-level model could also be extended towards lower levels responsible for computational processes such as speech and visual processing in which by heterogeneous spaces could map into the same category code (phone, diaphone, syllable, word), as suggested in Section 5.6.

The multi-level model of word perception is well supported by principles of redundancies, which are considered to play an important role in HSP and perception in general. It is also supported by the availability of an immense number of neurons in the auditory sensory system. It is supported by the evidence that the brain has segregated (specialized) areas for the processing of various characteristics of the sensory information (e.g., in vision — form, color, movement). So what kind of biological principles could contradict such a multi-level model of word perception? The model proposed here is merely a sum of ideas instead of a theory. In no way is it suggested that it is complete or 100% accurate. Preliminary experiments implementing these ideas are underway, but it is premature to expect a definite conclusion from them as yet.

7. CONCLUSION

Speech is certainly perceived by humans by involving more complicated and robust processes than those currently implemented in ASR. It appears that this is a consequence of the enormous number of ‘information carriers (~100 billion neurons)’ and of the even higher number of interconnections (~10 trillion synapses) present in the brain. However the number of these microscopic elements is not the only key factor that shapes the brain. The brain relies on complex and redundant channels that convey various information representations into cognitive categories, and these channels are specialized for specific attributes using many hierarchical levels of processing. By comparison, the existing models of ASR only implement a relatively small number of hierarchical levels where the information is processed in a painstaking manner, due to computational constraints. In ASR the acoustic and language models appear to be much more simple than biosystems and artificial systems, but this is still not enough to reproduce or match human performance in a task such as speech perception. It is anticipated that significant advances in the understanding of how such brain processes work together to enable HSP would provide sufficient insight into bridging the performance gap between HSP and ASR performance, even in the most adverse and noisy environments.
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