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Abstract—We investigate analog multiband as a means of scaling communication bandwidths over dispersive channels: the available band is channelized into contiguous subbands in the analog domain and digitized in parallel at the receiver. The subband width is chosen such that existing analog-to-digital converter (ADC) technology provides dynamic range sufficient to capture the effects of channel dispersion and interband interference. This avoids the difficulty of scaling high-precision ADCs to large bandwidths, while allowing the use of sophisticated digital signal processing (DSP) techniques for all transceiver operations except for channelization. In this paper, we address two fundamental bottlenecks associated with this concept. The first is channelization. A direct approach using a bank of mixers with independent frequency synthesizers is power-inefficient and subject to oscillator coupling, hence we explore an alternative approach based on polyphase sampling and sampled analog fast Fourier transform (FFT), along with appropriately designed baseband filters. The second is interference due to imperfect channelization (in the interest of bandwidth efficiency, we do not use guard bands) and imperfections in analog processing. We characterize the unique structure of this interference when OFDM is used over each subband, and show that linear adaptive interference suppression on the edge subcarriers suffices to provide robust performance. MultiGigabit/s millimeter (mm) wave communication is a key application driver for this work, hence we illustrate our ideas with performance evaluation using indoor channel models developed for the IEEE 802.11ad 60 GHz standard.

Index Terms—Analog multiband, filter banks, millimeter wave communication, 60GHz wireless communications.

I. INTRODUCTION

With recent advances in radio frequency integrated circuits (RFICs) in the millimeter wave band, 10s of GHz of spectrum have become commercially viable. In particular, the 60 GHz unlicensed band has in particular received significant attention, with significant impetus provided by the development of the IEEE 802.11ad standard for multiGabit/s per second wireless local area networks (WLANs) [1]. In addition, there is significant interest in mm wave 5G cellular systems [2]–[4], including potential extension of 60 GHz base station to mobile links in outdoor picocellular networks [5]. A key challenge in scaling up communication bandwidths in such systems is the ADC. The modern “mostly digital” paradigm for transceiver design, where most sophisticated functions are performed using digital signal processing (DSP), relies on the availability of ADCs with sufficient dynamic range. This is difficult to attain at high sampling rates, especially when constrained by cost and power as in the above mentioned emerging commercial applications, which center around mobile devices.

In this paper, we investigate analog channelization into subbands as a means of scaling up communication bandwidths. Each subband has small enough bandwidth so that existing ADC technology at moderate sampling rates (i.e., 500 MS/s to 1.0 GS/s) can be used, providing a dynamic range sufficient to capture the effects of both interband and intersymbol interference. Thus, DSP-centric techniques can be used for all transceiver functions other than channelization, which allows us to continue taking advantage of Moore’s law as communication bandwidths increase. Furthermore, as ADC technology evolves, subband widths can be increased, so that the overall system bandwidth can be increased for a given number of subbands. We term this approach analog multiband. Any form of modulation can be used over each subband, but in this paper, we focus on OFDM, which has become the de facto standard for DSP-centric design for dispersive channels (in the typical settings we consider, the subband widths are larger than the channel coherence bandwidth, hence the channel over each subband is dispersive).

Contributions: Our main contributions are as follows: 1) While analog channelization can be achieved, in principle, by a bank of mixers, this is costly and power-inefficient, and subject to problems such as oscillator coupling. We therefore consider two alternative techniques based on polyphase sampling: a direct approach based on the harmonic rejection mixer (HRM), as well as a more efficient indirect approach using polyphase filters and fast Fourier transform (FFT) implemented in the sampled analog domain (discrete-time, continuous-range processing). While polyphase sampling and parallel processing in this fashion bears some similarity to the time-interleaved (TI) ADC, which has become the most common architecture for pushing the limits of ADC speeds (see recent references in [6]), our approach may be viewed as an alternative frequency domain parallelization which relaxes the specifications for the component ADCs, at the cost of more analog processing. That is, unlike the sub-ADCs in a time-interleaved architecture, each
of which sees the entire dynamic range, the component ADCs in our approach see a smaller dynamic range governed mainly by signal fluctuations within a subband.

2) We consider a spectrally efficient guardband-free channelization scheme, hence inter-band interference is a significant impairment which can produce error floors if left uncompensated. We characterize the specific structure of interference when OFDM is employed over each subband, including the effect of timing mismatch in our sampling-based channelizer. Each subcarrier in a subband sees interference only from corresponding subcarriers in other subbands. Furthermore, for appropriately designed baseband filters, inter-band interference is restricted to the edge subcarriers in each subband, and can be effectively suppressed by linear adaptive techniques operating in parallel over the affected subcarriers.

3) While the proposed approach is quite general, for our simulation results, we focus on indoor 60 GHz channel models developed under the IEEE 802.11ad standardization process. We observe that, even after beamforming along the strongest path, the residual channel dispersion within a subband of 250-500 MHz width is several symbols long. Thus, OFDM within a subband as we have assumed here is a robust design choice, although it is also of great interest to explore single carrier techniques in view of their smaller peak-to-average ratio.

Related work: Analog multicarrier techniques, with subcarrier widths small compared to the coherence bandwidth, were considered decades ago, but became obsolete when all-digital implementations of OFDM became possible. However, OFDM relies on ADCs with high dynamic range in view of its large peak-to-average ratio, which presents difficulties as the communication bandwidth scales up. This has motivated investigation of analog multiband for high-speed applications such wired backplane [7], [8] and optical channels [9], [10] in recent years. An analog multiband communication scheme over 60 GHz channel is also presented in [11]. However, all of these schemes separate the subbands enough that inter-band interference is negligible, unlike our spectrally efficient guardband-free approach. Analog multiband without guard band insertion has also been studied in [12] (where the approach was termed analog multitone), but single carrier modulation over each subband was considered. Linear interference suppression is found to be effective there as well, but the interference structure is different from our OFDM setting, and time domain techniques are used. Moreover, the challenge of efficient channelization is not considered in [12]. The advantages of sampled analog FFT for reducing the required ADC dynamic range for ultra-wideband OFDM systems is explored in [13], which shows that performance superior to that of FFT with moderate precision ADC can be obtained even with mismatch and jitter in the sampled analog FFT components. While the sampled analog FFT in [13] is intended to separate out subcarriers that see frequency non-selective channels, we use the sampled analog FFT to separate out subbands which each see channel dispersion and inter-band interference, addressed by using OFDM within subbands and per-subcarrier interference suppression.

A natural alternative to the proposed architecture is an all-digital receiver [14]. Many of the highest speed ADCs today are based on a time-interleaved architecture [6]. Given that both our architecture and the TI-ADC require high-speed analog sample-and-hold circuitry with adequate dynamic range and good noise characteristics, we can leverage the significant advances in TI-ADC technology over the last decade. The main advantage of our proposed architecture is in the reduction of dynamic range prior to digitization, but this comes at the cost of additional analog processing. While detailed circuit-level tradeoffs beyond our present scope must be investigated to determine the right choice in any given context, we believe that the proposed approach is a serious alternative worth exploring as we push the limits of speed in communication systems.

We note that the problem of digitization for communication differs fundamentally from that of digitizing natural signals. Many high-dimensional natural signals are sparse in some basis or manifold, which makes compressive data acquisition techniques such as Xsampling [15] attractive. However, in spectrally efficient communication as considered here, we try to use all of the degrees of freedom available in the signal space, hence compressive techniques do not apply for information recovery. However, since the communication channel (given by nature) can be sparse, compressive techniques can be quite effective for channel estimation [16], [17], possibly including the setting considered here. Detailed discussion of channel estimation is outside our present scope, but integrating it into the overall system design is an important topic for future work.

We should note the significant recent interest in exploring digital multiband modulation techniques for 5G wireless, under terms such as filterbank multicarrier (FBMC) [14], universal filterbank multicarrier (UFMC) [18], and generalized frequency division multiplexing (GFDM) [19]. The goal of these techniques is typically to reduce peak-to-average ratios, to enable flexible channelization across multiple users, and to reduce or eliminate cyclic prefix overhead. However, the primary focus of our analog design scheme is power efficiency and efficient channelization without guardband insertion.

The present paper integrates results from our prior conference papers [20] (focusing on interference modeling and suppression) and [21] (focusing on channelization). It goes beyond [20], [21] by studying the effect of timing mismatch and different prototype filters on sampling-based channelization. This includes characterizing the structure of the resulting interference, and the performance with and without interference suppression.

II. ANALOG MULTIBAND STRUCTURE

Fig. 1 shows the baseband equivalent model of the proposed analog multiband structure. The total bandwidth is broken into \( M \) parallel subbands, so that the input data is demultiplexed into \( M \) streams, each sent over a different subband. The modulation over each subband can be freely chosen, but in this paper, we focus on OFDM with cyclic prefix (CP). As discussed in Section VI-B, the delay spread of the indoor mm-wave channel even after beamforming still spans several symbols at the subband level. Thus, while single carrier techniques are very much worth exploring given their smaller dynamic range, we focus here on OFDM/CP as a robust, technologically mature choice for handling subband-level inter-symbol interference (ISI).
Fig. 1. Analog multiband block diagram for bandwidth scaling at mm-wave through spectrum channelization. Data symbols are demultiplexed into $M$ subbands. Each subband is an OFDM communication block diagram and a mixer bank is used to line up the subband spectrums in frequency domain.

The modulated signal of each subband (OFDM samples in our case) are passed through the pulse shape filter (transmit filter) and are stacked up in frequency domain, spaced at $\Delta f$. We assume that there is no guardband between the subbands, hence $\Delta f = 1/T$, the sampling rate within each subband. At the receiver, the subbands are separated out in the analog domain, and then digitized in parallel by ADCs, each running at rate $1/T$. Fig. 1 shows this channelization at the conceptual level, using a bank of mixers at both transmitter and receiver, but more practical approaches to channelization are discussed in the next section. The digitized signals are then processed for OFDM demodulation and inter-band interference suppression.

We now establish mathematical notation for the conceptual block diagram in Fig. 1. Since our discussion of analog channelization in the next section is independent of the subband-level modulation format, we do not make any assumptions about the latter yet. We denote the rate $1/T$ samples to be transmitted on subband $k$ by $d_k[n]$, where $k = 0, \cdots, M - 1$. (For OFDM on each subband, these are the serialized outputs of the OFDM IDFT block, along with the CP.) For each subband, these samples are passed through a pulse shaping filter $p_T(t)$ and then shifted in frequency appropriately before summing. The transmitted signal is an aggregate of these pulse-shaped/frequency-shifted subband signals as follows:

$$x(t) = \sum_{n} \sum_{k=0}^{M-1} d_k[n]p_T(t-nT)e^{j2\pi f_k(t-nT)/T},$$

where $p_T, k(t-nT)$ is the frequency shifted transmit pulse shaping filter defined as

$$p_T, k(t) = p_T(t)e^{j2\pi f_k t}.$$  

The preceding transmitted signal formulation is similar to the standard FBMC formulation [22]. However, the key difference in our model is the manner in which this conceptual system model is actually realized using analog channelization, and the explicit characterization and suppression of inter-band interference when OFDM is used over each subband. Given an ideal channel and noise, the received samples are equal to the transmitted samples when

$$\int_{-\infty}^{\infty} p_{T,k}(t-mT)p_{R,k}^*(t-nT)dt = \delta_{kl}\delta_{mn},$$

where $\delta$ is the Kronecker delta function and

$$p_{R,k}(t) = p_R(t)e^{2\pi ft_k}$$

is the frequency shifted receive filter on subband $k$. When there is nontrivial channel dispersion, the effective channel model obtained by cascading the transmit filter, channel impulse response, and the receive filter must be calculated for analysis of the inter-symbal and inter-band interference. As discussed in Section IV, while the ISI is handled as usual within each subband by CP insertion in OFDM signal, the sidelobe behavior of the transmit and receive filters dictate the level of the inter-band interference.

While the block diagram in Fig. 1 conveys the concept of parallelization in analog multiband, a direct approach to analog channelization using banks of independent mixers at the transmitter and receiver can be unattractive, due to oscillator coupling, pulling, spur coupling and high power consumption [23]. In the following section, we adapt recently developed ideas in polyphase sampling and mixing [24] for efficient channelization in our setting. These are then evaluated, taking into account imperfections due to timing mismatch, in later sections, in the context of indoor 60 GHz communication.

III. SAMPLING-BASED CHANNELIZATION

Sampling-based channelization synthesizes multiple mixer outputs from linear transformations of polyphase samples obtained based on a single master clock. Two such techniques are the harmonic rejection mixer (HRM) bank [23], [25] and the sampled analog fast Fourier transform (FFT) [13]. Either of these can be applied in our setting, but as we discuss, the second approach is more attractive.

An interesting alternative worth exploring in future work is the use of passive channelization techniques: recent work in [26], [27] reports use of passive channelization techniques for bandwidth less than 100 MHz, hence their application for multi-GHz bandwidths remains an open question.
implemented with $O(M \log_2 M)$ complexity using the butterfly structure [13]. As a first step to deriving this structure, let us start with a discrete time equivalent model, shown in Fig. 4, for this filtered multitone approach, which was first introduced for very high speed digital subscriber line (VDSL) in [28]. Fig. 4 looks like a discretized version of the conceptual block diagram for analog multiband in Fig. 1, with a key difference being the upsampling step. The bandwidth of the transmitted signal in each subband is approximately $1/T$. The signal is upsampeld by the factor $K$, where $K \geq M$ ($M$ is the number of subbands), and unwanted aliased copies are rejected by the lowpass pulse shaping filter. We then translate the center frequency of subband $m$ to $f_m = mK/TM$ ($m = 0, \cdots, M - 1$), and the parallel-to-serial converter adds up these signals so as to cover the entire bandwidth. The distance between the adjacent subbands is $K/M$ and the ratio $K/M$ determines the guard band between the subbands, which becomes zero for the special case $K = M$, termed the “critical condition” in [28]. Since we are interested in maximizing spectral efficiency, we operate in the latter regime, setting $K = M$, and handling spectral leakage across subbands using interference suppression.

We now show how the architecture depicted in Fig. 4 can be implemented efficiently using IDFT plus polyphase filtering. Consider the discrete-time model of the transmitted signal in (1) at time $kT/M$:

$$x \left( k \frac{T}{M} \right) = \sum_{m=0}^{M-1} \sum_{n=-\infty}^{\infty} d_m[n] p_T \left( k - nM \frac{T}{M} \right) e^{j2\pi mk/M}. \tag{6}$$

Now, by changing the order of summation and applying the change of variable $kT/M = iT + i(T/M)$ where $i = 0, 1, \cdots, M - 1$, the output signal is given by

$$x \left( iT + i \frac{T}{M} \right) = \sum_{n=-\infty}^{\infty} \sum_{m=0}^{M-1} d_m(nT) e^{j2\pi mi/M} \text{pr} \left[ (l-n)T + i \frac{T}{M} \right]. \tag{7}$$

The inner summation in (6) is the IDFT of the subband symbols, and the term $\text{pr}[(l-n)T + i \frac{T}{M}]$ is the $i$th polyphase
component of the transmit filter. This suggests that the transmitter block diagram can be modified to perform the IDFT first, and then apply the pulse shaping filter on each output of the IDFT block, followed by a serial-to-parallel conversion. Of course, interleaving the signals from the different subbands (instead of summing upsampled versions as in Fig. 4) requires that the filters for different subbands must be slightly different: the impulse responses for these polyphase filters are simply samples of a common continuous time baseband filter, offset by different phases for different subbands. The modified transmitter block diagram is shown in Fig. 5.

We can follow the same procedure at the receiving side to apply the DFT block for subband separation. Following the FMT block diagram (Fig. 4), the signal for subband $i$ is given by

$$\hat{d}_i(nT) = \sum_{k=-\infty}^{\infty} y(kT/M) e^{-j2\pi f_i kT/M} p_R\left[kT/M - nT\right].$$

(8)

Letting $kT/M = lT + mT/M$ and $m = 0, \cdots, M - 1$ which models polyphase sampling of the received signal, the sum in (8) can be break down into two summations as follows

$$\hat{d}_i(nT) = \sum_{m=0}^{M-1} \sum_{l=-\infty}^{\infty} y(lT + mT/M) p_R\left[(n - l)T - mT/M\right] e^{-j2\pi mT/M}.$$

(9)

The preceding equation suggests modifying the receiver block diagram based on polyphase sampling as shown in Fig. 5, with polyphase samples filtered with the pulse shaping filters corresponding to different subbands, and then performing subband separation via the DFT block.

C. Peak-to-Average Power Ratio

The sum of independent signals sent over subbands, regardless of the technique used for channelization, inevitably increases peak-to-average power ratio (PAR), which is defined [29] for a signal $x(t)$ as

$$\epsilon_0 = \max |x(t)|^2 / E\{|x(t)|^2\},$$

(10)

where $E\{}$ denotes expectation, and is replaced by an empirical average when computing PAR for a given signal realization.

For the system in Fig. 5, the maximum PAR for the OFDM samples of each subband with $N$ subcarriers is $10 \log(N)$ dB [29]. For $M$ subbands, the maximum PAR of the transmitted signal increases by $10 \log(M)$ dB. As such, this is no better than single carrier OFDM with $MN$ subcarriers. There are two complementary approaches to alleviate this. The first is not to use OFDM over each subband (a choice we have made simply because of the maturity of the technology), but to consider single carrier techniques with low PAR. The second is to reduce the dynamic range requirement for the receiver’s ADC by demultiplexing the channels prior to the ADC. The sampled analog FFT performs this function, so that the low-rate ADCs for each subband only need sufficient dynamic range to accommodate that subchannel (plus the relatively small PAR increase due to interference from adjacent subbands). Thus, the subband ADCs in such an approach need dynamic range.
that is $\log_2 M$ smaller than the sub-ADCs in a time-interleaved architecture for direct digitization, which is expected to lead to lower power consumption and better linearity properties. While these observations hold for ideal analog channelization, we provide numerical results in Section VI-B that show the significant decrease in dynamic range requirements after the analog DFT, taking into account imperfections due to mm-wave indoor channel.

D. Discussion

Variations of filterbank multicarrier modulations, widely used in high speed xDSL [28], have been recently revisited for wireless communication [22] as well as optical communication systems (wavelength division multiplexing) [30], in order to alleviate synchronization requirements for OFDMA, and to remove the requirement for CP insertion when we put the subbands together (in contrast with what would happen if OFDM were used over the entire band). However, in all of these applications, the ADC is applied at the first step, prior to serial-to-parallel conversion, and subband separation is performed purely digitally.

Given the difficulty in scaling ADCs to large bandwidth, we observe that sampling rate reduction through analog parallelization is a key factor in efficient design. Let us examine several potential receiver architectures for analog multiband modulation at mm-wave carrier frequencies, with channel bandwidth of the order of 5 GHz. Suppose that the sub-bands are of width 250-500 MHz. The receiver would first downconvert the received RF signal to baseband, either through direct conversion or by superheterodyne. A baseband processor then recovers and digitizes the separate sub-channels Fig. 6. While detailed hardware design is beyond our current scope, we now provide a high-level discussion of a number of implementation options, indicating why we have chosen to study sampler-based analog separation of the bands.

One method to recover each individual subband is to separately downconvert each subband frequency to DC, as in Fig. 6(a). The resulting demodulated subband is then digitized. There are several difficulties in realizing this structure in monolithic form. First, it is difficult to realize analog LC filters of the necessary quality, given the target 0.25-5 GHz center frequencies and $\sim$250-500 MHz bandwidths. On-chip inductors and capacitors are physically too large, and their Q (particularly for inductors) is too low; it is hard to obtain the necessary steep filter skirts, nor the necessary in-band gain flatness. The target passband frequencies are too high for op-amp active filters, as these demand op-amp unity-gain frequencies well more than 10 times the filter upper cutoff frequency. Low-pass $g_m - C$ filters [31] have been demonstrated to 10 GHz, but the feasible operating frequency of high-selectivity bandpass $g_m - C$ filters is smaller because of the need for high-Q filter poles and the resulting filter sensitivity to excess transistor phase shift. An additional difficulty lies with the mixer local oscillators. With equally spaced subbands, these lie in a $f_0, 2f_0, 3f_0, \ldots$ sequence. As these cannot be readily generated from a series of counters operating from a single master clock, a series of synthesizers, as discussed in Section III-A, are instead required. Between filters, LO synthesizers, and mixers, the resulting hardware is complex.

A second, common implementation is to digitize the signal and subsequently separate and demodulate the subbands by digital signal processing, as in Fig. 6(b). As shown in the figure, if the channel bandwidth is large, the digitizer can be time-interleaved [32]. Channel-channel mismatches in the ADC array can be addressed directly in DSP [33]. While this architecture is favorable at low and moderate channel bandwidths, for high aggregate channel bandwidths the power consumption
of high-speed digital signal processing may be large. Note that the N-phase sampling clocks in the time-interleaved ADC are readily and simply generated with a master oscillator, binary counter, and N-output binary decoder.

A third implementation shown in Fig. 6(c), which is the one suggested in this paper, is to separate the signals by frequency-domain filtering using analog discrete-time circuits. In this topology, as with a time-interleaved ADC, the signal is first sampled with an array of analog sample-holds gated by an N-phase set of non-overlapping clocks. In this architecture, dynamic range requirements of the sample-holds are similar to those of the time-interleaved ADC. The overall demodulated signal is separated into frequency bands using a bank of analog discrete-time filters, with the filters formed by summation (9) of the sample-hold outputs. The sample-hold gates and summation network form a set of band-pass filters; as the sample-hold gates can be formed from FET sampling switches and the summation network from a set of weighted FET $g_m$ elements, the resulting filter network is more suited to compact IC implementation than a set of LC filters (Fig. 6-a). The filter outputs are then digitized by low-speed ADCs, with each filter output and ADC carrying the bandwidth of a single subcarrier.

**Sample and hold circuitry:** The proposed architecture employs a sample-and-hold block for serial to parallel conversion which must have sufficient dynamic range to support linear and low noise signal acquisition. Fortunately, recent advances in multi-G-Samples/sec TI-ADC [34], [35], which also employ sample-and-hold circuitry, imply that it is indeed possible to design high-speed sample-and-hold with reasonable power consumption and good dynamic range. Other recent examples of high-speed/high-resolution sample-and-hold ICs include [36] and [37], operating at rates above 15 GS/s and 32 GS/s, respectively.

**Noise considerations:** Since we employ mixed signal processing after conversion to baseband, the proposed architecture is not subject to noise folding, in contrast to techniques that employ sub-sampling as a means of direct conversion [38]. Addition of the sample and hold circuitry and sampled analog FFT increases the analog circuit noise, which must be studied in the context of specific circuit-level implementations beyond our present scope. Relevant studies in the literature include noise analysis for HRM mixer bank in [23] and for sampled analog FFT in [13].

**IV. INTERFERENCE ANALYSIS**

We now explore the structure of inter-band interference, assuming tight subband packing with no guard bands. The key observation is that, when we employ OFDM modulation over subbands, each subcarrier in a subband sees interference only from the corresponding subcarriers in other subbands. Furthermore, for well-designed baseband filters, as expected, only edge subcarriers see interference. Thus, per-subcarrier linear interference suppression strategies deployed only over the edge subcarriers suffice.

For simplicity of exposition, we work with the conceptual block diagram shown in Fig. 1 (which uses a bank of mixers) in this section. We then discuss in Section V how this approach naturally extends to handle the additional interference resulting from timing mismatches in sampling-based channelization as in Fig. 5.

A. **Interference Model**

Each subband uses OFDM with $N$ subcarriers, a cyclic prefix of length $L$, and a sampling rate of $1/T$. There are $M$ subbands. We denote the OFDM symbol $l$ for subband $m$ which includes the cyclic prefix with length of $L$ samples by

$$d^l_m = [d_m(lN - L + 1), \ldots, d_m(lN), d_m((l-1)N + 1), \ldots, d_m(lN)]$$

where $d_m(n)$ is the $n$th sample (corresponding to subcarrier $n$) at the output of the IDFT block of the OFDM transmitter on subband $m$.

We assume that the baseband filters, while not ideal, are designed well enough that interference from a subband only spills onto the immediately adjacent subbands, even without guard bands. This assumption has been verified to hold for SRRC and Gaussian filters, but does not hold for spectrally inefficient rectangular time limited impulse responses, for example. (See discussion in Section VI-F). Focusing, therefore, on a designated subband $m$, we only model interference from subbands $m - 1$ and $m + 1$.

For the system block diagram in Fig. 1, the equivalent channel $h_{eq}$ for subband $m$ is the cascade of the transmit filter for subband $m$, the channel impulse response, and the receive filter for subband $m$. Similarly, the equivalent cross-talk channel from subband $m + 1$ to subband $m$ is denoted by $h^+_{eq}$, and that from subband $m - 1$ to subband $m$ is denoted by $h^-_{eq}$. These are, respectively, the cascade of the transmit filter of subband $m \pm 1$, the channel impulse response, and the receive filter of subband $m$. We assume that the same set of transmit/receive filters, shifted appropriately in frequency to the center of each subband, are used for all subbands. parallel channels (of course tuned to a different frequency band), hence the preceding equivalent channels are independent of $m$, and are given by

$$h_{eq} = p_T \ast h \ast p_R$$
$$h^+_{eq} = (p_Te^{-j2\pi ft}) \ast h \ast p_R$$
$$h^-_{eq} = (p_Te^{j2\pi ft}) \ast h \ast p_R$$

where $\ast$ denotes the convolution operation, $h$ is the impulse response of the channel and $p_T$ and $p_R$ denote the impulse response of the transmit and receive filters (Fig. 1), respectively. Note that the interference channel $h^+_{eq}$ is equal to zero for the first subband $(m = 0)$ and $h^-_{eq}$ is equal to zero for the last subband $(m = M - 1)$, but our interference analysis focuses on a typical subband in the middle of the band which sees interference from adjacent subbands on both sides.

The received signal of subband $m$ after analog to digital conversion is now modeled as

$$y^l_m = h_{eq} \ast d^l_m + h^+_{eq} \ast d^l_{m-1} + h^-_{eq} \ast d^l_{m+1} + w^l_m$$
where $w^l_m$ is the additive white Gaussian noise. We have assumed here that the OFDM transmitted symbols over parallel subbands are synchronized in time and have the same cyclic prefix length. This ensures that when we remove the cyclic prefix of the received signal on subband $m$, the cyclic prefix samples of the interfering signals of subband $m-1$ and $m+1$ are also removed and the convolution operation on all right-hand terms of (15) is changed to circular convolution:

$$r_m^l = h_{eq} \otimes d^l_m + h_{eq}^+ \otimes d^l_{m-1} + h_{eq}^+ \otimes d^l_{m+1} + w^l_m,$$

where $\otimes$ denotes the circular convolution and $r_m^l$ is the received OFDM symbol after removing the CP samples. After taking the discrete Fourier transform (DFT), we obtain

$$R_m^l = H_{eq} D^l_m + H_{eq}^+ D^l_{m-1} + H_{eq}^+ D^l_{m+1} + W^l_m,$$

where $\cdot$ denotes element by element multiplication of two vectors. $H_{eq}$ is the DFT of the equivalent transmit channel, $D^l_m$ is the DFT of $d^l_m$, $H_{eq}^+$ and $H_{eq}^+$ denote the DFT of the equivalent interfering channels. We observe that, by virtue of the cyclic prefix, the interference seen by OFDM symbol $l$ is only due to OFDM symbol $l$ from each of the neighboring subbands. We can therefore restrict attention to one OFDM symbol at a time, and drop the index $l$ from our notation. Rewriting (17) for OFDM subcarrier $n$, the received signal is given by

$$R_m(n) = H_{eq}(n) D_m(n) + H_{eq}(n)^- D_{m-1}(n) + H_{eq}(n)^+ D_{m+1}(n) + W_m(n).$$

The preceding interference model shows that subcarrier $n$ encounters interference only from subcarrier $n$ of the adjacent subbands. Hence, the interference across subbands can be handled by joint detection for each subcarrier over all subbands. That is, OFDM parallelizes the tasks of handling both inter-symbol interference and inter-band interference across subcarriers. We can now formulate the interference model for each specific subcarrier $n$ across all subbands ($m = 1, \cdots , M$). Denoting the received signal for subcarrier $n$ (after OFDM processing: removing the CP and taking DFT) across all subbands by $R^{(n)}$, and the corresponding transmitted data over subcarrier $n$ over all subbands by $d^{(n)}$, the interference model for subcarrier $n$ is as follows:

$$R^{(n)} = \mathcal{H}^{(n)} D^{(n)} + W^{(n)},$$

where

$$R^{(n)} = [R_1(n), R_2(n), \cdots , R_M(n)]^T,$$

$$D^{(n)} = [D_1(n), D_2(n), \cdots , D_M(n)]^T,$$

$$W^{(n)} = [W_1(n), W_2(n), \cdots , W_M(n)]^T,$$

and

$$\mathcal{H}^{(n)} = \begin{bmatrix} H_{eq}(n) & H_{eq}^+(n) & 0 & 0 \\ H_{eq}(n) & H_{eq}^+(n) & H_{eq}^+(n) & 0 \\ 0 & H_{eq}(n) & H_{eq}^+(n) & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & H_{eq}(n) \end{bmatrix}.$$
\( H_{eq}^+(n) = Hs^+(nF_s/N) \)
\[
= \sum_{k=-\infty}^{+\infty} H c^+(\frac{nF_s}{N} - kF_s) 
\text{for } n = 0, \ldots, N - 1.
\] (26)

Using (24) and (26), the DFT coefficients of interfering channel are
\[
\begin{cases} 
H_{eq}^+(n) \neq 0 & \text{for } 0 \leq n < \frac{jN}{2F_s} \\
H_{eq}^+(n) \neq 0 & \text{for } N - \frac{jN}{2F_s} \leq n < N \\
H_{eq}^+(n) \approx 0 & \text{elsewhere.}
\end{cases}
\] (27)

We observe that, due to aliasing, the effective interference from subband \( m + 1 \) hits the OFDM subcarriers in subband \( m \) on both the left and right boundaries. Analogously, the interference from subband \( m - 1 \) also hits the OFDM subcarriers on both boundaries. However, the middle subcarriers do not see interference (under reasonable assumptions on filter transition bands), hence the channel matrix (23) is diagonal for them. Thus, the receiver needs to perform joint data detection, or interference suppression, only for boundary subcarriers.

**C. Interference Suppression**

We investigate two linear channel equalization scenarios for joint detection of the boundary subcarriers. In the first scenario, we assume that the channel is perfectly known and we use a zero-forcing linear channel equalizer. In the second scenario, we consider a MMSE linear equalizer implemented using least squares adaptation based on a training sequence.

a) Zero-Forcing Linear Equalizer: Assuming that the channel matrix for each subcarrier (\( \mathcal{H}_n \)) is known at the receiver, a zero-forcing (ZF) linear equalizer for each OFDM subcarrier can be applied for joint detection of the transmitting symbols over the subbands. For the interference model (19), the ZF linear equalizer jointly estimates the symbols of subcarrier \( n \) through
\[
\hat{D}^{(n)} = \text{inv}(\mathcal{H}^{(n)}) \mathcal{R}^{(n)}.
\] (28)

The ZF equalizer incurs noise enhancement, but based on the per-subcarrier interference model (19) and (23), we expect this to be significant only for the boundary subcarriers.

b) MMSE Linear Equalizer: The MMSE equalizer is amenable to training based adaptation. The estimated symbols are related to the received symbols for each subcarrier through
\[
\hat{D}^{(n)} = C_n^H \mathcal{R}^{(n)},
\] (29)

where \( H \) denotes matrix Hermitian operation, and \( C_n \) is the equalizer matrix for subcarrier \( n \), chosen to minimize the mean squared error (MSE) given by
\[
\min_{C_n} \mathbb{E}\{(\hat{D}^{(n)} - \hat{D}^{(n)})^2\},
\] (30)

where \( \mathbb{E}\{.\} \) denotes the expectation operation. Substituting (29) into (30) and minimizing the mean square error by taking the derivative with respect to matrix \( C_n \), we get the standard solution:
\[
C_n = \text{inv}(\mathcal{R}) \mathcal{P},
\] (31)

where \( \mathcal{R} = \mathbb{E}\{\mathcal{R}^{(n)}(\mathcal{R}^{(n)})^H\} \) is the correlation matrix of the observations and the cross correlation matrix
\[
\mathcal{P} = \mathbb{E}\{(D_1(1))^H \mathcal{R}^{(n)}\} \cdots \mathbb{E}\{(D_M(n))^H \mathcal{R}^{(n)}\}.
\] (32)

As usual, for a least squares implementation, the preceding expectations are replaced by empirical averages, with the estimation of \( \mathcal{P} \) requiring a training sequence.

**V. Mismatch Analysis**

We now analyze the effect of imperfect sampling-based channelization as in Fig. 5. The channelized employs polyphase sampling, just as in a time-interleaved ADC, hence can model the sampling impairments in analogous fashion. Typical impairment models include gain mismatch, timing mismatch and offset mismatch. While gain and offset mismatch can be handled more easily using calibration techniques, calibration of the timing mismatch (or static phase noise) is more challenging. We therefore focus on timing mismatch to illustrate the key concepts. We note that the effect of timing mismatch on the HRM mixer bank is studied in [39], and a calibration technique through AGC blocks has been proposed. In our setting, it is far easier to fold mismatch compensation into the interference suppression framework developed in the previous section.

For the system block diagram in Fig. 5, the transmitted signal is given by
\[
y(lT + iT/M) = \sum_{n=-\infty}^{\infty} \sum_{m=0}^{M-1} d_m(nT)e^{j2\pi m i/M} P_T[(l-n)T + iT/M] \\
= \sum_{n=-\infty}^{\infty} D_i(nT) P_T[(l-n)T + iT/M].
\] (33)

where \( D_i(nT) \) is the \( i \)-th element of the \( d_m(nT) \) Fourier transform. Assuming an ideal channel (for simplicity of exposition), the received signal, accounting for timing mismatch at the sampler, is given by
\[
\hat{d}_k(nT) = \sum_{p=0}^{M-1} \sum_{l=-\infty}^{\infty} y(lT + pT/M + \delta_p) \\
\times P_R[(l-n)T - pT/M] e^{-j2\pi pk/M}
\] (34)

where \( \delta_p \) denotes the timing error (mismatch) for subband \( p \). Considering the transmitted signal model, the received signal with unknown timing mismatch is
\[
y(lT + pT/M + \delta_p) = \sum_{n=-\infty}^{\infty} D_p(nT) P_T[(l-n)T + pT/M + \delta_p],
\] (35)
where we have used $D_s(nT + \delta_p) = D_s(nT)$ since the amount of sampling time error is smaller than the symbol time duration. Substituting (35) in (34) and simplifying the results, we obtain

$$
\hat{d}_k(mT) = \sum_{p=0}^{M-1} \left( \sum_{q=0}^{M-1} d_q(nT)e^{j2\pi qp/M} \right) e^{-j\pi pk/M} + \sum_{n=-\infty}^{\infty} d_k(nT)h_{k,k}(nT, mT) + \sum_{n=-\infty}^{\infty} \sum_{p=0}^{M-1} d_p(nT)h_{p,k}(nT, mT) + \sum_{n=-\infty}^{\infty} \sum_{p=0}^{M-1} \sum_{n=0}^{\infty} d_p(nT)h_{p,k}(nT, mT) + e^{-j2\pi pk/M}. (36)
$$

By separating the above summation into the desired received signal ($n = m$ and $p = k$), the inter symbol interference term ($n \neq m$ and $p = k$), and the inter-band interference term ($p \neq k$), we have

$$
\hat{d}_k(mT) = d_k(mT)h_{k,k}(mT, mT) + \sum_{n=-\infty}^{\infty} d_k(nT)h_{k,k}(nT, mT) + \sum_{p=0}^{M-1} d_p(nT)h_{p,k}(mT, mT) + \sum_{p=0}^{M-1} \sum_{n=-\infty}^{\infty} d_p(nT)h_{p,k}(nT, mT) + \sum_{p=0}^{M-1} \sum_{n=-\infty}^{\infty} \sum_{p=0}^{M-1} d_p(nT)h_{p,k}(nT, mT) + e^{-j2\pi pk/M}. (37)
$$

where $h_{p,k}(mT, nT) = \sum_{l=-\infty}^{\infty} e^{j2\pi (f_p-f_k)kT} P_f(lT - mT + pT/M + \delta_p) \times P_r(nT - lT - kT/M), (38)$

is the equivalent channel from transmit subband $p$ at time $mT$ to the receive subband $k$ at time $nT$. Note that the transmitted data samples $d_p(mT)$ are OFDM samples transmitted on subband $p$. Therefore, additional ISI due to timing mismatch, second term in (37), is also handled by frequency domain equalization in OFDM processing.

In case of timing mismatch, the inter-band interference term that appears in the third row of (37) follows the same per-subcarrier structure as in Section IV. However, we expect that more subcarriers experience inter-band interference since the filters are more overlapped. The last term in (37) is the inter-band interference from the symbols of other time samples which we assume that it is negligible since the timing mismatch, which is supposed to be a fraction of the signal symbol time, is small in comparison to the OFDM symbol time on each symbol. Therefore, considering standard pulse shaping filters such as SRRC, that small variation is negligible and the orthogonality between the OFDM symbols transmitted at different times from different subbands is well preserved.

VI. PERFORMANCE ON INDOOR MM-WAVE CHANNELS

We now provide insight into the performance of the proposed scheme via simulations based on an indoor mm-wave channel model.

A. mm-Wave Channel for Indoor Applications

We have considered the IEEE 802.11ad standard mm-wave channel model [1] which is based on ray-tracing simulations and experimental measurements. This standard model draws on the quasi-optical nature of the mm-wave signal to model the channel based on a small number of paths including line of sight path (LoS), first-order reflection paths, and second order reflection paths. Each path in this standard is modeled as a cluster of closely spaced rays [40]. Therefore, within each path, we expect to see a frequency selective channel over a large bandwidth (e.g. 66 MHz bandwidth [41]). The statistical models for the paths and the intra-cluster parameters are provided by the standard [1], [41] and are used in our simulations.

Mm-wave signal transmission systems suffer from large propagation loss due to the small wavelength (Fris’s’ equation). In the link budget, the large propagation loss is compensated with the directivity gain of the antenna arrays that is achievable in a compact form factor due to the small wavelength. Additionally, directional transmission between the transmitter and the receiver over one selected strong path reduces the delay-spread of the mm-wave channel. In this work, we assume that the transmitter and receiver are each equipped with 4 × 4 square arrays with λ/2 element spacing, and that these are both steered towards the strongest path.

We observed through the simulations that the delay spread of the mm-wave channel impulse response even after the beamforming is still large. As an example, in one realization of the beamformed conference room channel, the delay spread as large as 12 ns is observed [20]. The possibly large delay spread after the beamforming is due to the leakage from other eliminated strong paths which are in close angular proximity with the main select beamformed path. The other source of the delay spread is due to cluster-based ray-tracing model where closely spaced rays existed within the beamformed path. However, the delay spread due to intra-cluster rays is limited to a few ns [41] which can be neglected in comparison to the multi-path delay spread. Large delay spread realizations observed after beamforming validates the design concept of using OFDM with CP over the subbands to simplify the equalization model at the receiver side for handling ISI.

B. Simulation Parameters

We set the OFDM subband symbol rate of $1/T = F_s = 250$ MHz throughout the simulations. The carrier frequency is 60 GHz. We assume $N = 64$ subcarriers for OFDM over each subband, with a cyclic prefix of 16 samples. We assume 16QAM modulation. With these parameters, if we use 16 subbands, we can attain a rate of 12.8 Gbps using off-the-shelf ADCs, ignoring channel coding overhead. (We do not model
Fig. 8. BER vs. OFDM subcarrier for one realization of the channel when inter-band interference is not suppressed. BER decays with increasing SNR except for boundary subcarriers, which encounter interference from adjacent subbands.

channel coding here, since we are focusing on inter-band interference, but we expect the coding to be fairly lightweight, with small overhead, in high SNR indoor settings.)

Since interference is encountered only from adjacent subbands, we only consider a simulation scenario with three consecutive subbands ($M = 3$) and focus on the performance of the middle subband, averaging over channel realizations. The latter are generated using the conference room scenario as described in IEEE 802.11-09 for 60 GHz carrier frequency [1]. In order to model the effect of channel dispersion, we assume throughout that the line of sight path is blocked, and the transmitter and receiver steer their arrays towards the strongest non-LoS path. We modeled the transmit and the receive filters, used in evaluating the baseband equivalent channels (12), (14), and (13), by the squared root raised cosine (SRRC) filter with excess bandwidth of 1.125.

C. Performance Analysis

For performance evaluation, we average the bit error rate (BER) over 1000 independent realizations of the indoor conference room channel and the transmitted signal. Since ISI is handled with CP insertion, the ISI-only channel with no inter-band interference is the performance benchmark against which we compare our interference suppression schemes. As mentioned, we report only on the performance of the middle of three subbands. Fig. 8 shows the BER as a function of subcarrier index without interference suppression, for SNR of 6 and 20 dB. We note that, as SNR increases, BER decays except for the boundary subcarriers, confirming that a performance floor due to interference from adjacent subbands appears only for the boundary subcarriers.

Fig. 9 compares BER performance of a system with no interference suppression, the ZF and MMSE interference suppression, and the benchmark ISI-only channel. Clearly, OFDM with the given cyclic prefix is effective in dealing with the ISI of the beamformed channel, but inter-band interference can significantly degrade performance (error floor of $3 \times 10^{-2}$ after 20 dB SNR) unless suppressed. Both ZF and MMSE equalizers yield performance close to the ISI-only benchmark. For the ZF equalizer, we assumed that the channel state information for each subcarrier is known at the receiver. However, the MMSE linear equalizer is trained based on 50 OFDM training symbols. For the quasi-static indoor channels of interest, we expect that such training would be needed quite seldom (e.g., when starting up a link), with continuing adaptation in decision-directed mode.

D. Peak to Average Power Ratio

In Section III, we note that the PAR reduces after performing sampled analog FFT, relative to that of OFDM over the entire band digitized using a time-interleaved ADC. In this section, we numerically evaluate the PAR of the simulated AMT system. We consider both an ideal and a simulated mm-wave channel.

Fig. 10 shows the empirical distribution of the PAR for a multiband scenario with $M = 16$ OFDM subbands, each contains $N = 64$ subcarriers.
Fig. 11. Empirical distribution of the PAR for a multiband scenario considering the effect of mm-wave channel.

located after the S/P block and the DFT is handled in digital domain. This may be interpreted as digital filtered multitone, similar to Fig. 5 except that the ADCs are located after the S/P conversion. The second scenario is our proposed analog-DFT based channelizer in Fig. 5, with PAR calculated after the analog DFT block. The third corresponds to OFDM over the entire band, with \( M \times N \) subcarriers; the sub-ADCs for a TI-ADC digitizing such a system would see this PAR.

We observe from Fig. 10 that the analog DFT significantly reduces the maximum PAR seen by low-rate ADCs. Of course, the dynamic range is expected to increase when we account for channel dispersion. In order to study this, we consider the effective channel corresponding to the 802.11ad standard indoor conference room model after beamforming along the dominant path, and evaluate the empirical distribution of the PAR over 5000 independent realizations of the channel and transmitted data. The results are plotted in Fig. 11. Comparing with Fig. 10, we note that our proposed approach still leads to PAR reduction, but the advantage is reduced, especially in the high percentile regions of the plot, because of channel frequency selectivity. However, we can mitigate the effect of frequency selectivity across subbands by applying a separate variable gain amplifier (VGA) for each subband after the analog DFT, and prior to ADC. The VGAs normalize the short-term average of the received power on each subband to a nominal value, and, as shown in Fig. 11, reduce the PAR in the high percentile regions of the plot.

E. Mismatch Analysis

We now study the performance of the proposed system in the presence of timing mismatch at the polyphase sampler. We observed in Section V that timing mismatch increases both intersymbol and inter-band interference. However, the OFDM CP easily handles the excess dispersion due to mismatch, hence the inter-band interference is the key impact to be studied. In essence, timing mismatch spreads out the effective interfering channels seen by adjacent subbands. To see this, we plot in Fig. 12 the BER as a function of OFDM subcarrier index in the presence of mismatch, when interference suppression is not applied. We see that a larger number of edge subcarriers suffer from an interference floor, compared to the no-mismatch setting of Fig. 8. Thus, our per-subcarrier interference suppression scheme must be applied to more subcarriers.

Fig. 13 shows the BER (averaged over subcarriers) in the presence of timing mismatch for MMSE and zero-forcing per-subcarrier interference suppression. In comparison with Fig. 9 (no mismatch), the error floor when no interference suppression scheme is applied is higher in the presence of timing mismatch, but linear interference suppression is still successful in removing error floors, since the equalizer is trained on the effective channel seen at the receiver, and automatically incorporates the effect of timing mismatch.

F. Effect of Pulse Shaping Filter Selection

We now investigate the effect of pulse shaping filters on the proposed system in Fig. 5. In direct channelization using a bank of HRM mixers, the lowpass filters are applied for rejecting residual harmonics. These filters are generally more relaxed than the polyphase filters required for channelization based on the sampled analog FFT. This is because in a HRM mixer tuned on frequency \( n f_{LO} \), all harmonic frequencies are rejected except for \( L f_{LO} - n f_{LO} \). In contrast, in the proposed sampled
analog FFT based channelizer, the polyphase filters play a crucial role in shaping the subbands. In order to investigate the importance of the choice of the underlying pulse shaping filter on system performance, we consider three options: SRRC filter with roll off factor of 1.125 (used in all of our numerical results thus far), rectangular time domain pulse (which has large sidelobes in the frequency domain), and the isotropic orthogonal transform algorithm (IOTA) pulse shaping filters, which provides a balance between filter length and spectral containment.

Figures 14, 15, and 16 show the frequency response of the equivalent transmit and interfering channels (for an indoor mm-wave channel) for the different choices of pulse shaping. For the rectangular time domain pulse, we observe from Fig. 14 that the leakage from the interfering channels is spread over the entire transmit band. For the IOTA filters, we observe that the leakage is still significant, but decays much faster than for the rectangular pulse, with the inter-band interference still limited to a number of edge subcarriers. For SRRC with roll-off factor $\alpha = 0.125$ (Fig. 16), the inter-band interference is limited to a small number of subcarriers at the boundaries of the transmit band.

Fig. 17 compares the BER per OFDM subcarrier for the transmit channel for the different filter choices. The SNR is fixed to a high value of 40 dB, and interference suppression is not applied, hence the BER is dominated by interference. We see that the rectangular pulse incurs an interference floor across all subcarriers, while only the edge subcarriers are affected for the IOTA and SRRC filters (the error floors span more subcarriers for IOTA than for SRRC).

Fig. 18 compares the overall BER performance across filter choices when interference suppression is applied. We see that interference suppression is ineffective for the rectangular pulse. The SRRC filter attains performance close to the ISI-only...
benchmark, while the IOTA filter attains slightly worse performance, but without an error floor (thus, the latter incurs larger noise enhancement but linear interference suppression still works).

VII. CONCLUSIONS

Analog channelization into subbands has several important advantages for scaling up communication bandwidths: (a) for a given channel delay spread, the effective channel length in terms of number of symbols is smaller, reducing the complexity and overhead of equalization; (b) the digitization required for applying sophisticated DSP algorithms is parallelized, so that slower ADCs can be employed; (c) the dynamic range of the input to the ADCs is reduced, since it corresponds to signal variations across a subband rather than over the entire band. While a direct approach to channelization using a mixer bank suffers from hardware complexity and coupling, the sampled analog FFT with polyphase filters is a promising approach. For OFDM within each subband, a per-subcarrier interference linear suppression framework is effective, provided that the filters used for channelization are well designed. This framework is also able to handle the additional interference produced by timing mismatch. Thus, analog multiband with OFDM provides an attractive approach for scaling modern DSP-centric communication techniques to large bandwidths while handling significant channel dispersion, by coupling sloppy analog channelization with DSP-centric techniques for combating inter-band interference, intersymbol interference and imperfections in channelization. For the nominal designs driving our simulation models, off-the-shelf ADCs running at 250 MHz can be used to attain data rates of 12.8 Gbps over 4 GHz of bandwidth.

It is possible to attain even larger data rates than the preceding estimates by layering on spatial multiplexing, which is feasible with compact node form factors even in LoS environments [42], hence an important topic for future work is design and performance evaluation of combining bandwidth scaling with spatial multiplexing. Also, while we consider OFDM within each subband because of its technological maturity, single carrier techniques deserve deeper exploration because of their smaller dynamic range.

Our goal in this paper is to present the proposed architecture as an interesting alternative to a standard all-digital design with TI-ADC based digitization, as a means of continuing to push the limits of communication bandwidth. Of course, determining the winning design in any given context requires much further work involving detailed circuit-level tradeoffs of power, cost and performance. For the proposed architecture, passive channelization techniques [26], [27] present an intriguing possibility requiring further study as to whether they can scale in bandwidth, and how nonlinearities impact inter-band interference.
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