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A Power-Optimal Repeater Insertion Methodology
for Global Interconnects in Nanometer Designs
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Abstract—This paper addresses the problem of power dissipa-
tion during the buffer insertion phase of interconnect performance
optimization. It is shown that the interconnect delay is actually
very shallow with respect to both the repeater size and separation
close to the minimum point. A methodology is developed to calcu-
late the repeater size and interconnect length which minimizes the
total interconnect power dissipation for any given delay penalty.
This methodology is used to calculate the power-optimal buffering
schemes for various ITRS technology nodes for 5% delay penalty.
Furthermore, this methodology is also used to quantify the relative
importance of the various components of the power dissipation for
power-optimal solutions for various technology nodes.

Index Terms—Buffer insertion, delay optimization, leakage
power, low-power design, power modeling and optimization, RC
interconnects, repeaters, short-circuit power, very large-scale
integration (VLSI).

I. INTRODUCTION

A S very large-scale integration (VLSI) circuits continue to
be scaled aggressively past the 180-nm technology node,

performance of these ICs is being increasingly dominated by
the global interconnects [1], [2]. With technology scaling, more
and more functionality is being integrated on-chip which re-
sults in an increase in the die size in spite of the reduction in
minimum feature size [1].1 As a result, the number of long
global lines and the length of these global lines increases with
technology scaling. Since the delay of a long unbuffered line
is quadratic in its length, long interconnects are divided into a
number of segments with repeaters or buffers. The delay of an
optimally buffered line is linear in its length [3]. However, for
large high-performance designs, the number of such repeaters
can be prohibitively high [4] ( 10 for sub-100-nm designs)
and can take up significant fraction of active silicon and routing
area [2]. Additionally, as the total chip capacitance (dominated
by interconnect network capacitance), operating frequency, and
leakage current increases with scaling, total chip power dissipa-
tion is increasing rapidly [1], [5]. A significant fraction of the
total chip power dissipation arises due to the loading caused by
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1Note that even if the die size were to remain constant for future technology
nodes, continuous device scaling will make interconnects the main performance
bottleneck.

Fig. 1. Normalized delay per unit length as a function of buffer size and
interconnect length for 180-nm top layer metal.

long global- and semi-global-tier interconnect networks, espe-
cially in high-performance designs. For example, it has been re-
ported that around 40%-70% of the total power consumption
could be due to the clock distribution network [6], [7].

In general, the repeaters are optimally sized and separated
to minimize the interconnect delay. However, since these opti-
mally sized repeaters are quite large (450 times the minimum
sized inverter available in the relevant technology for global-tier
lines [8]) and also dissipate a significant amount of power, the
total power dissipation by such repeaters in large high-perfor-
mance designs can be prohibitively high. However, as shown
in Fig. 1, the interconnect delay is actually very shallow with
respect to both the repeater size and separation close to the min-
imum point. Since, all global interconnects are not on the critical
path, a small delay penalty can be tolerated on these noncritical
interconnects and there exists a potential for large power savings
by using smaller repeaters and larger inter-repeater interconnect
lengths.

Some previous work can be found in the literature, which at-
tempt to address the issue of optimizing the repeater design for
reduced delay and power [9], [10]. However, these analyses ei-
ther ignore the leakage power [9], or ignore both the leakage
and the short-circuit components of power dissipation [10]. For
sub-180-nm VLSI technologies, the leakage power is increasing
rapidly [11], and the short-circuit power has also been shown to
be a significant fraction (up to 20%) of the total power dissipa-
tion for low-power and high-speed CMOS VLSI designs [12].
Hence, ignoring them in the power modeling and optimization
process can lead to significant errors and can seriously com-
promise the validity of the optimized parameters. Furthermore,
these analyses do not provide any closed-form expressions for
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Fig. 2. Interconnect of lengthl between two identical inverters.

their proposed optimization techniques and therefore, they are
not very suitable for integration in a CAD tool flow.

In this work, we develop a methodology to estimate the
repeater size and inter-repeater interconnect length which mini-
mizes the total interconnect power dissipation for a given delay
penalty. We use this methodology to find the power-optimal
buffering schemes for various ITRS technology nodes for a given
delay penalty. Furthermore, we use this methodology to show
the relative importance of the various components of the power
dissipation for various technology nodes. We show that for a
given delay penalty, the relative power saving increases as the
technology scales. This is shown to be due to the fact that leakage
power dissipation becomes the dominating component of the
total power dissipation, and therefore reducing the repeater size
and the number of repeaters results in large power savings.

II. PRELIMINARIES

Consider a uniform interconnect of resistanceper unit
length and capacitanceper unit length buffered by identical
repeaters, as shown in Fig. 2. Assume that for a minimum
sized repeater, the input capacitance is, the output parasitic
capacitance is , and output resistance is. Therefore, for a
repeater of size, the total output resistance , the
total output parasitic capacitance and the total input
capacitance is . If the line segment is of lengthand
the repeater size is, then the delay of that segment which is
defined as the time difference between the input and output
waveforms crossing 50% of their full-swing value is given by

, where the time constantis [3]

and the delay per unit length is given by

This delay per unit length is optimal when [3]

and

Note that minimizing the 50% delay per unit length is equivalent
to minimizing .

Fig. 3. Set ofs=s andl=l values for which�=l = 1:05 (�=l) .

It should be pointed out that effect of line inductance on the
delay of the interconnect segment has not been included in the
above expression. In other words, we considered the intercon-
nect segment as an RC element and not an RLC element. This
has been done due to the fact that it has been shown in [13]
and [14] that the effect of line inductance reduces with tech-
nology scaling for minimum sized global interconnects. It has
also been shown in [13] and [14] that global line widths need
to be increased by a large factor (16) before inductive effects
become important. Therefore, RC delay is used throughout this
paper.

It is widely believed that the total power dissipation due to
optimum repeater insertion scheme can be excessive. As shown
in Fig. 1, the minima of is very shallow both with respect to

and . For this example, if the repeater size is and
the interconnect length is 2 , the delay penalty is only 25%.
Therefore, in practice the repeater size is smaller thanand
the interconnect length is larger than in the hope that power
dissipation of such a configuration will be small with minimal
impact on delay.

We would therefore like to quantify the reduction in power
dissipation when repeater sizes smaller than and intercon-
nect lengths larger than are used for a fixed delay penalty. It
is obvious from Fig. 1 that for a given value of ,
there is a family of values of and which satisfy this equation
which would be the closed curve formed by the intersection of
the surface of solutions in Fig. 1 with a plane parallel to the
- axis. As an illustration, Fig. 3 shows the set of solutions for

which , i.e., a delay penalty of 5%. From
this family of solutions, we would like to select the one which
gives the minimum total power dissipation for the line.
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Fig. 4. Normalized power dissipation per unit length for a 5% delay penalty
as a function ofs=s andl=l .

For a long interconnect of lengthwhich is buffered several
times the total power dissipation is

where is the number of repeaters for that line. For a
fixed , we therefore seek to minimize in order to
minimize the total power dissipation.

Fig. 4 shows the power dissipation per unit interconnect
length for the curve shown in Fig. 3. The power dissipation is
calculated using (3) derived in the next section. It is obvious
from this figure that a optimum value of repeater sizeand
inter-repeater interconnect lengthexists for which the delay
penalty criteria is met and power dissipation is minimum.

III. M ETHODOLOGY

The power dissipation of a repeater shown in Fig. 2(a) is given
by [15]

The various components of the total power are expressed as fol-
lows.

A. Switching Power

The switching power of a repeater is given by

where
power supply voltage;
clock frequency;
switching factor (or activity factor), which is the frac-
tion of repeaters on a chip that are switched during an
average clock cycle.

can be taken as 0.15 [15]. Note that as the repeater size is re-
duced and the inter-buffer interconnect length is increased, for
a given line length the intrinsic repeater power dissipation re-
duces whereas the switching power due to total line capacitance
remains unchanged.

B. Leakage Power

The average leakage power of a repeater in a long buffered
interconnect is given by

where
leakage current flowing through the repeater;

( ) leakage current per unit NMOS (PMOS) tran-
sistor width;

( ) width of the NMOS (PMOS) transistor;

( )
width of the NMOS (PMOS) transistor in
minimum sized inverter.

The factor 1/2 is included because, in a long buffered intercon-
nect, on an average, half the inverter will have input of one, i.e.,
the NMOS transistor will be ON and the leakage current will be
determined by the PMOS transistors, while the other half of the
inverters will have input of zero, i.e., the PMOS transistor will
be ON and the leakage current will be determined by the NMOS
transistor. Usually and the width of the PMOS
transistor is two to three times larger than the NMOS device in
an inverter. In this study, we will assume that and

throughout. This implies that

For long-channel devices, this used to be negligible but for
nanometer technologies, this can be significant.

Thesubthreshold swing , which is defined as the change in
for the drain current to change by ten times, is given by

[16]

(1)

where
Boltzmann’s constant;
temperature;
electron charge.

can be treated as a process-dependent fitting param-
eter. The subthreshold current at a given technology node can
be computed as

(2)

where and are the leakage current and threshold
voltage, respectively, at the 180-nm technology node; and
is the threshold voltage at the given technology node. This in-
dicates that, for a given temperature, as the threshold voltage
decreases at V, the subthreshold current increases
exponentially. Assuming a die temperature of 100C, the sub-
threshold swing is taken to be 100 mV/decade [11]. The sub-
threshold leakage current per unit width () of NMOS and
PMOS transistors for all technologies is given in Table I. Note
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TABLE I
TECHNOLOGY AND EQUIVALENT CIRCUIT MODEL PARAMETERS FORTOP

LAYER METAL FOR DIFFERENTTECHNOLOGY NODESBASED ON THEITRS.
c WAS OBTAINED USING FASTCAP [17]

that as the repeater size is reduced and the inter-buffer inter-
connect length is increased, the leakage power per repeater de-
creases, as well as the total number of repeaters inserted along
the line decreases. Therefore, this results in large savings in
leakage power dissipation.

C. Short-Circuit Power

This power dissipation is incurred when the NMOS and
PMOS transistors in an inverter are simultaneously ON.
Consider the inverter shown in Fig. 5(a). The input and output
voltage waveforms are shown in Fig. 5(b). Letdenote the
time for the input voltage to rise from to . Note
that, in general, the short-circuit current not only depends on
the shape of the input waveform, but also depends on the output
waveform, which, in turn, depends on the parasitic output and
interconnect capacitance and output resistance. Approximating
the short-circuit current waveform by a triangular wave [16],
the energy dissipated due to the short-circuit current pulse
during a low-to-high transition is

Assuming symmetric high-to-low and low-to-high transitions
both at the input and output of the inverters, the total short-cir-
cuit power is given by

where is the same switching factor as in the switching power
expression. It has been empirically observed from SPICE sim-
ulations that where

Fig. 5. Voltage and current waveforms of a CMOS inverter.

is approximately 65 A m across all technologies. Assuming
that the input waveform is a single time-constant exponential
and

Note that as the repeater size is reduced and the inter-buffer
interconnect length is increased, the rise timeincreases and
therefore, the short-circuit power dissipation for one repeater
may increase.

Therefore, the total power can be written as

(3)

where

If the fractional delay penalty to be tolerated is, then

(4)
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TABLE II
POWER PER UNIT LENGTH OPTIMIZATION RESULTS FOR5% DELAY PENALTY

FOR VARIOUS ITRS TECHNOLOGY NODES

or

Therefore

(5)

where

and

(6)

Setting the derivative of this with respect toto zero we have

can be calculated by differentiating (4). Therefore, we
have the following three nonlinear equations to solve:

(7)

with three unknown, , and , out of which we only are
interested in and . This can be solved numerically using
Newton-Raphson. As indicated in Tables I and II, the inverter
sizes in the buffered interconnects are very large. A typical
minimum-sized VLSI gate will not be able to directly drive
this inverter while still meeting the delay constraint. Therefore,
intermediate inverters need to be introduced between the
minimum sized gate and the interconnect buffer [16]. The ratio
of the sizes of successive inverters is typically four in order to
minimize the propagation delay [16]. In our analysis, we ignore
the power dissipation of these intermediate inverters because
this will be a negligible fraction of the total power dissipation
for long interconnects.

Fig. 6. Relative contributions of the three components of overall power
dissipation for 5% delay penalty for various technology nodes.

IV. RESULTS

The methodology outlined in the last section was used to
optimize power for global tier interconnects for ITRS tech-
nology nodes for a 5% delay penalty as an illustrative example.
The ITRS technology parameters are shown in Table I., ,

, and were obtained by SPICE simulations.
at 100 C was taken to be 0.2A m for the 180-nm

technology node [11] and, as indicated in Section III, was
estimated for other technology nodes using a subthreshold
swing of 100 mV/decade at that temperature [11].

The power optimization results are shown in Table II.
is the new repeater size as a ratio of the delay optimal repeater
size, is the new interconnect length between successive
repeaters as a ratio of the delay optimal interconnect length,

is the power dissipation of asinglerepeater as a ratio
of the power dissipation of the delay optimal repeater, and

is the power dissipation per unit length as a ratio
of the power dissipation per unit length of the delay optimal
case. From the table, it is obvious that for optimal power
dissipation at a given delay penalty, the repeater size needs
to be reduced and the interconnect length between successive
repeaters needs to be increased. The total power savings
increase as the technology scales. This is due to that fact that
leakage current increases substantially with scaling and
therefore reducing the repeater size results in large savings in
total power dissipation.

This fact is further illustrated in Fig. 6 which plots the
relative contributions of , , and
as the technologies scale. It can be observed that leakage power
starts dominating as the technology scales. Also note that the
short-circuit power is also nontrivial across all technology
nodes. Therefore, short-circuit power needs to be considered in
any power optimization.

With this basic framework, various power optimization alter-
natives can be compared. For instance, a naïve approach would
be to minimize the power dissipation of individual repeaters in-
stead of minimizing the repeater power per unit length. For this
case, (5) needs to be used instead of (6) in the set of the non-
linear equation (7). The results of this optimization are shown in
Table III. Comparing these results with Table II, we observe that
if power dissipation of one inverter is minimized, thepower-op-
timal inter-repeater interconnect lengthis smaller than the
delay optimal length . Therefore, even though the power dis-
sipation of one repeater is smaller than that in Table II (column
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TABLE III
POWER MINIMIZATION OF INDIVIDUAL REPEATERS: RESULTS FOR5% DELAY

PENALTY FOR VARIOUS ITRS TECHNOLOGY NODES

TABLE IV
RESULTS FORMINIMIZATION ONLY OF THE SWITCHING POWER PER UNIT

LENGTH FOR5% DELAY PENALTY FOR VARIOUS ITRS TECHNOLOGYNODES

4), since the number of repeaters for a given line length is larger
for this case, the total power dissipation (or equivalently power
dissipation per unit length) (column 5) is higher than that in
Table II.

Similarly, the effect of ignoring short-circuit power and
leakage power on the optimization can be quantified. For this
purpose, it is instructive to review the form of (6) which is
repeated here for convenience

Note that both the switching and leakage power terms are of the
form

where and are constants. Therefore, if short-circuit power
term is negligible compared to the other two terms or is ignored,
optimizing driver size and inter-buffer interconnect length for
power per unit length is equivalent to optimizing for switching
or leakage power per unit length alone.

Table IV shows the optimization considering only the
switching component of the power dissipation. However, the
power dissipation is calculated considering all three compo-
nents: switching, leakage and short-circuit, usingand values
from the (incorrect) power optimization. Similarly, Table V
shows the optimization considering only the switching and
leakage component of the power dissipation. Notice that as
explained above, all the entries in these two tables are iden-
tical. This also highlights the importance of considering the
short-circuit power in the optimization process. Table VI shows
the optimization considering only the switching and short-cir-
cuit component of the power dissipation. Comparing these
results with Table II, it can be observed that ignoring leakage
power results in large errors in power optimization at future

TABLE V
RESULTS FORMINIMIZATION OF ONLY SWITCHING AND LEAKAGE

POWER PER UNIT LENGTH FOR5% DELAY PENALTY FOR VARIOUS

ITRS TECHNOLOGY NODES

TABLE VI
RESULTS FORMINIMIZATION OF ONLY SWITCHING AND SHORT-CIRCUIT

POWER PER UNIT LENGTH FOR5% DELAY PENALTY FOR VARIOUS

ITRS TECHNOLOGY NODES

Fig. 7. Power per unit length as a function of delay penalty for various
technology nodes.

technology nodes. Similarly, ignoring short-circuit power also
results in errors when short-circuit power is nonnegligible,
specially for 180-nm to 100-nm technology nodes. For 70-nm
and 50-nm technology nodes, however, the optimum power per
unit length with and without considering short-circuit power
is almost the same for 5% delay penalty. From Fig. 6, it can
be observed that short-circuit power is negligible for these
technology nodes at 5% delay penalty. However, if the allowed
delay penalty is increased, the rise time will increase which
increases the short-circuit power.

Fig. 7 shows the power per unit length as a function of
delay penalties for various technology nodes. As expected,

reduces as the delay penalty increases. Note
that the incremental reduction in is high for
small values of delay penalty and starts decreasing as the delay
penalty increases. Also note that the curves for 180-nm and
130-nm technology nodes are very similar. However, for a
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given delay penalty, reduces as the technology
is scaled beyond 130 nm. This is entirely due the leakage
power. From Fig. 6, it can be observed that for both 180-nm
and 130-nm technology nodes, leakage power is a negligible
portion of the overall power dissipation whereas for other
technology nodes, it becomes progressively significant and is
the dominant fraction of total power dissipation for the 70-nm
and 50-nm technology node.

V. CONCLUSIONS

In conclusion, we have developed a methodology for choosing
the repeater size and inter-repeater interconnect length for a
given global linewhichsatisfies a given delay penaltycriteriaand
minimizes the total power dissipation. Using this methodology,
we have computed the power-optimal buffering schemes for
various technology nodes for a 5% delay penalty. Furthermore,
we have shown that short-circuit and leakage power are im-
portant components of the total power dissipation and ignoring
them in power optimization can lead to errors. Short-circuit
power becomes important as the allowed delay penalty increases
since rise time of the signal increases. Similarly, leakage power
increases exponentially with device scaling and is the dominant
component of power dissipation for 50-nm technology node. We
have also shown that for 180-nm and 130-nm technology nodes
where leakage power is not significant, the relative power
saving is almost the same for a given delay penalty. However,
beyond 130-nm node, leakage power becomes significant and
therefore the relative power savings increase with technology
scaling for a given delay penalty.
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