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Steady-State Analysis of the Adaptive Successive
Interference Canceler for DS/CDMA Signals

Kuei-Chiang Lai and John J. ShynRenior Member, IEEE

Abstract—The adaptive successive interference canceler (ASIC) compared with the MF detector with a reasonable level of
is a multistage receiver that sequentially detects and removes computational complexity.
cochannel users from the received signal impinging on a single Among the many multiuser detectors, interference cancel-

antenna element. Each stage of the ASIC consists of a conventional, .. . . . .
matched filter (MF) detector and an adaptive interference can- |ation (IC) techniques are relatively computationally efficient

celer (AIC) that employs the least-mean-square (LMS) algorithm and can be used in systems utilizing aperiodic spreading se-
to recursively estimate the received amplitude of the detected quences (i.e., spreading sequences with periods longer than the
signal. In this paper, we investigate the performance of the ASIC gy mpo interval) without incurring additional complexity. Basi-

using a Wiener model of convergence for the LMS algorithm, . .
deriving expressions for the asymptotic mean and variance of Cja”y’ there are two IC archlteqtures, both of which have a mul-
the amplitude estimate and the steady-state bit error rate (BER). tistage structure: the parallel interference canceler (PIC) (e.g.,

The analyses and computer simulations demonstrate that the see [5]) and the successive interference canceler (SIC) (e.g., see
performance of the ASIC exceeds that of the conventional SIC [6] and [7]). In each stage, the PKImultaneouslyegenerates
(CSIC), which utilizes the MF output as the received amplitude 5\ .ancels from each user the MAI due to other users based
estimate. . .
on the detected symbols in the preceding stage. ThessiC
Index Terms—Adaptive signal detection, cochannel interference, quentially removes the MAI due to the stronger users before
code division multiple access, communication systems, land mobiled tecting th K . | is detected and
radio cellular systems, least mean square methods. etecting ) e weaker ones (i.e., only one user is detec g an
canceled in a stage); as a result, the near—far problem is less
pronounced in the SIC than in the conventional MF detector. It
. INTRODUCTION was demonstrated via computer simulations that the SIC outper-

IRECT-SEQUENCE code-division multiple-access (DSrms one- and two-stage PICs (all using linear cancellation) in
CDMA) techniques [1] have been receiving considerabfading channels [8].
attention in cellular mobile radio and personal communications!n order to regenerate and cancel the MAI, accurate parameter
services (PCS) because of their ability to mitigate multipagstimation is necessary. The conventional SIC (CSIC) (which
interference and the potential increase in the capacity of tisealso referred to as the linear SIC) [7] employs the magni-
communication system. However, multiple access interferenitgle of the output of the MF bank as the received amplitude
(MAI) arising from the nonorthogonality between the spreadingstimate. An adaptive multiuser decorrelator, which minimizes
sequences is a significant limiting factor in the performance afleast-squares cost function of the received signal and its es-
such systems. It is well known that the conventional matchéehate, in combination with an IC structure, was proposed in
filter (MF) detector [2] suffers from the near—far problem[9] to jointly estimate BPSK-modulated data and the user am-
the detection of weaker users is severely degraded by flRudes. However, this method cannot be applied in a straight-
large MAI caused by stronger users. The optimum multiusgsrward manner to systems with higher dimensional modula-
detector based on maximum-likelihood sequence detection wigh formats in fading channels. An SIC structure with a min-
proposed in [3]. It has been shown that a huge performanggum mean-square-error (MMSE) receiver and a linear interfer-
gain can be achieved over the MF detector, and the nearé@gce canceler embedded in each stage was introduced in [10].
problem can be alleviated by exploiting the structure of thgnalyses of the bit error rate (BER) and the asymptotic multi-
MAI to jointly estimate the user data. However, since thgser efficiency (AME) based on a Gaussian approximation were
computational complexity of the optimum multiuser detectq§resented for additive white Gaussian noise (AWGN) and flat-
is prohibitively high for use in practical situations, researcfyging channels. More recently, decision-driven amplitude esti-
efforts have focused on suboptimum multiuser detectors (€gates have been used in conjunction with the PIC architecture.
see [4] for a review of several linear and nonlinear techniqueg), example, in [11], each of thE active users is associated
The suboptimum approaches can achieve superior performapge 5 ;- — 1)-coefficient adaptive interference canceler (AIC)
that attempts to remove the MAI from the other users without
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interference) was described in [12]. Another adaptive PIC struc-n(¢) AWGN with zero mean and two-sided power spectral
ture was proposed in [13], where a singlecoefficient AIC is density ofo? W/Hz.
adapted at the chip rate by the least-mean-square (LMS) algtwe following additional properties are assumed. The signature
rithm [14] to jointly estimate the received amplitudes of the asvaveforms are time limited ifo, 7'}, and each has unit energy,
tive users (i.e., each coefficient serves as the amplitude estimatg s;(t) = 0 for ¢t ¢ [0, 7] and fo ] tydt = 1Vj. A
for one user). signature waveform can be represented by

In this paper, we analyze the performance of an adaptive SIC
(ASIC) structure that utilizes a single-tap AIC (similar to thatin
[13]) in each stage to recursively estimate and cancel the MAI of si(t) = Z sj,1Pr. (t = U1 @)
the detected users. We focus on the asymptotic mean and vari- =0
ance of the AIC weight (amplitude estimate) and the steadyhere N is the processing gain (number of chips per symbol),
state BER of the ASIC and compare the results with those of the, , ... s, y_,}isthe normalized spreading sequence (with
CSIC via analysis and computer simulations. Although we COOaIuesil/\/_) assigned to thgth user, and
sider a DS/CDMA system using periodic spreading sequences
and BPSK modulation in an AWGN channel, the ASIC struc- L te0, T
ture can be easily applied, with slight modifications, to practical Pr(t)y=< JT.’ Tl ()
systems with aperiodic spreading sequences and more compli- 0 otherwise
cated modulation formats in fading multipath channels. Specifi- ’
cally, multiple-tap AICs can be used to track multipath channéfsthe rectangular chip waveform of duratiéin (note thatf:. =
and to regenerate/cancel the MAI and interchip interferencg/V). The transmitted datb;(¢)} are independent and iden-
See [15] and [16], where variants of the basic ASIC structutigally distributed (i.i.d.)v ¢, j; they take on the values1 with
considered in this paper are used to demodulate the uplink @sial probability. Without loss of generality, the users are la-
downlink data, respectively, of an Interim Standard 95 (IS-9®gled according to their signal strength, i, > A, > .- >
system [17]. The receiver structure analyzed here differs frorx .
that in [10] in two basic components: the amplitude estimator In order to keep the illustration simple, we restrict our atten-
(decision-driven versus linear interference cancellation) and ttien to a synchronous system (i.e;, = --- = 7x = 0); how-
receiver front end. It is interesting to note that exact expressiogser, it is straightforward to extend the ASIC described below
of the BER and the AME, as well as the mean and variancetefan asynchronous system. Using a chip MF and sampling at
the amplitude estimate used in [10], can be derived (without ri&e chip rate, the continuous-time received signal in (1) during
sorting to a Gaussian approximation) using the matrix approaitte ith symbol intervakZ” < ¢ < (i 4+ 1)1" can be converted to

N-1

in [18] and the results in Section V of this paper. the following discrete-timeV-vector
The rest of this paper is organized as follows. Section Il intro-
duces the signal model used in the analyses. The ASIC structure
is described in Section Ill, and its steady-state properties are ex- Z A;b;(1)s; + (o) )
amined in Section IV. The corresponding properties of the CSIC
are provided in Section V for comparison. Numerical examplggere
and computer simulations of the ASIC and CSIC are presented
in Section VI to illustrate their performance. Finally, conclu- (i) =[ro(i), ..., rn_1(i)]F
sions are outlined in Section VII. T+ (1) T
(i) = / r(£) Py, (t — iT — IT.) dt
T HIT,
Il. SIGNAL MODEL 1=0,1,...,N—1
Consider a DS/CDMA system witli{ active users that $; =[55.00 -y 55, N-1]"
transmit their information asynchronously over a common n(i) = [no(i) ny_1(D)]F
AWGN channel. The received signal at the base station can be
modeled as and T4 DT
ni(i) = / n(t)Pr (t —iT — IT.) dt
K oo iTHT.
r®) =3 Y Ab(i)si(t —il — 7)) +n(t) (1) 1=0,1,...,N—1.

It can be shown that; (i) is a zero-mean Gaussian random vari-

where able with variance? and thatF [n;, (i1 )ny, (i2)] = 0forly # Iy
A;  received amplitude of thgth user; ori; # i,. The noise component at the output of fftle user’s
bj(#) transmitted binary symbokf1) of the jth user for (symbol) MF is defined as;(i) = s'n(3). It is straightfor-
t € [il, (1 + 1TT; ward to show thati;(i) is a zero-mean Gaussian random vari-
s;(t) signature waveform of thgth user; able with variancer? and thatE[n; (i)7i(3)] = pjio?, where
T symbol (bit) interval; pji1 2 s''s, is the cross-correlation between the spreading se-
T time delay of thejth user; guences of usersand!.
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Fig. 1. Stagen of the ASIC consisting of a conventional MF detector and an adaptive interference canceler (AIC).

[1l. A DAPTIVE SUCCESSIVEINTERFERENCECANCELER (ASIC) [the subscrip{k)x denotes: modulo V). If the detected data
mbol and the received amplitude estimate are both correct,

The ASIC detector is a multistage structure that sequentia .
g d 80 the next stage is free from the MAI caused by the detected

recovers several users: one user in each stage. This systeé1ser
reminiscent of the multistage constant modulus (CM) array [19]72. ) . ]
except that it employs a single antenna element (instead of a|:1rhe LMS algorithm adapts the canceler weight as follows:
array/beamformer), and the CM criterion is not used for the SIC. A s v

Each stage of the ASIC consists of a conventional MF detector Am(k+1) = An (k) + 2pem 1 ()b (Dsm(k) - (7)
fOIIOW.Gd by an_AIC_that Is adjusted by the LMS algorlthm. Anwhereu > 0 is the step-size parameter. It should be noted
adaptive algorithm is employed so that the canceler weight Ca)

. . I : . at the subtraction in (6) and the canceler weight update in
track time-varying channel variations in the wireless communﬁ) are performed at the chip rate, which allows the canceler
cation environment. '

A block diagram of thenth stage of the ASIC is shown in weight tq track fast channel variations _(fadmg.). However, in a
low-fading environment, block adaptation (using, for example,

Fig. 1. The conventional detector is essentially a MF bank foZ— li)lock LMS algorithm [20]) with a block size less than the

lowed by a hard decision device that detects only the stronge Lnnel coherence time [1] can be used to reduce the update
of the users remaining at that stage. This can be determine .
ra?/e and complexity of the AIC.

choosing the user with the largest magnitude at the output 0 In order to motivate the canceler structure, we define the

the MF bank. Without loss of generality, we assume that the o
mth user is detected in theth stage. The conventional detectopUtpUt power of thenth stage for a fixedi,, as

output of themth stage in théth symbol interval is given by my A& 1 T .
R 5 = N E[ern—l—l (Z)e"l'l'l (Z)]

bin(4) = sgn[s;,, e (0)] (5) Am()=Am
1 (i+1)N-1 o 9
where -~ ¥ (em(k) - Ambm(i)s,,,,(k)) )
. I N ,

sgr[-]  signum function; k=iN
Sm mth user’s spreading sequence;
e(i) input signal vector of thenth stage [note that Which is the output power averaged over one symbol interval

e1(i) = r(4) for the first stage]. (N chips). Itis clear that if the decisions up to and including the

Specifically, e, (i) = [em(k), ..., em(k + N — 1)]¥, where mthstage are correct[i.é;(i) = b;(¢)Viandj =1, ..., m],

i and k are the symbol and chip indexes, respectively, whighen minimization of (™) yieldsA,, = A,, (the actual received
satisfy: = iN. The AIC respreads the detected data symbamplitude of the detected user) becausethe:) } are mutually

b (%) using the spreading sequengg and the received ampli- uncorrelated. Based on this observation, the canceler weight of
tude estimatet,,, (k) and then subtracts the respread signal frothe mth stage is chosen to minimize the output power of that
the input of that stage. The difference signal, which is given Igfage, i.e.,

i1 (k) = em(k) = Am (k)b (D)5 (k) (6) An,o = argmin ¢ 9)

m

becomes the input to stage + 1, wheres,,, (k) 2 Sm, (k)~ 1S Where the subscript denotes the global minimum. Although,
the corresponding chip in theith user’'s spreading sequencen general, the decision dn,(¢) is not always correct, it will be
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demonstrated in the next section that the canceler weight thus Ajpi; + Z Abip1;
obtained [i.e., the Wiener solution in (9)] is close to the actual 14§
received amplitude, provided the decisions on the data symbols -Q o

are sufficiently reliable. Stochastic gradient algorithms such as
the LMS algorithm in (7) can be used to approximate the solu-

K
tion in (9). ZAzbzpu

2
We should also mention that the ASIC reduces to the cascaded e [202 - <1_1 )
conventional MF detector whea,,,(k) = 0 Vm, k and to the +2 7 Z e Zexp 952

CSIC structure in [7] when the magnitude of the MF output is

used as the canceler weight [i.e,,,(k) = |sZe,,(i)]]. In ad-

dition, the conventional MF detector embedded in each stage (11)
can be replaced with other receivers, such as a decorrelator [21]

or an MMSE receiver [22], to improve the performance (for

symbol and decision-driven amplitude estimates) at the expeH@@re

of an increase in the computational complexity (and limited ap-

plicability to systems using aperiodic spreading sequences). In K
the next section, we focus on systems that use a MF in the front Al + Z Aibipu
end! —
PO — 9=(K-1) 1=2 12
Z Z Q—=| 1

IV. STEADY-STATE PROPERTIES OF THEASIC

As discussed previously, the AIC weight is an estimate of the
received amplitude; its accuracy influences the performance of
the ASIC. In this section, we examine the steady-state perfts-the error probability of the first stage (MF stage), and
mance of the ASIC interms of the asymptotic mean and varianQgr) 2 1/Ver [ e —t*/2 gt [1].
of the canceler weight and the output power at convergence [23]rom this result, we conclude the following.
Using a Wiener model, if the step-size parameter is bounded by o) _
0 < pt < 1/E[(bm(i)sm(k))?] = N [14], the AIC weight in 1) When no errors occgr [ieFe™” = 0or, equwalently,
the mth stage converges in the mean to o =0and4; > 3, , Apyll, the second and third
terms in (11) are zero becaugge = b, is uncorrelated

with {b;}1£, andn. In this caselimy .o, E[A; (k)] =
Al o = Al, and the AIC weight converges in the mean

to the actual received amplitude (i.e., it is an unbiased
which is obtained by solving (9) using (8). The corresponding  estimate).

steady-state BER performance is also analyzed [24]. For nota-2) When p<1> # 0 and p; # 0 Vj, b, is correlated

A, ,=E [én,(i)sgen,(i)} (10)

2

tional convenience, the symbol indéis suppressed in the fol- with {b; } ¢, and#,, which implies that; will not be
lowing derivations. completely removed by the AIC. Furthermorg, }1<,
_ ) will undergp partial cancellation in the first stage. In
A. Asymptotic Mean of the AIC Weight far = 1 this case,A; , is a linear combination off A,;}X
In Appendix A, it is shown that the converged weight for the and the noise term. Thus, the AIC weight is, in gen-
first stage is eral, a biased estimate of the received amplitude (i.e.,
limg oo E[A1(k)] = A1, # A1), resulting in an am-
. . K . . plitude mismatch. The effect of this amplitude mis-
A1 :A1E|:b1b1:| + Z Ajple[bjbl} + E[ﬁlbl} match on the BER performance will be studied in Sec-
j=2 tion 1V-D. ’
3) When the noise power is small add > Zf‘:Q Aqlpul,
=4 (1 - ZP(I)) +27 Z Ajpyj i.e., user 1 is sufficiently strong [see the paragraph fol-
= lowing (A.7) in Appendix A for the establishment of the
Z Z PRE Z latter condition], the second and third terms in (11) are
bi—1 byt negligible. In this case, the converged AIC weight can be
—Ajp1, + Z Abipy approximated by
1#j
Q — )
Avo~ A (1 - 2P§1>). (13)

1The analyses of a receiver front end using an arbitrary ledgtmear filter

seems to be too complicated to gain much insight (e.g., for the first stage g 5 showws numerical examples illustrating the asymptotic
1, it involves integrals of two-dimensional (2-D) Gaussian probability density g. p g ymp

functions). mean of the AIC weight (i.e., converged canceler weight) in the
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Fig. 2. Converged AIC weight in the first stagé( = 1). (a) SNR = 20 dB. (b) SNR = 15 dB. (c) SNR = 10 dB. (d) SNR =

first stage versus the actual received amplitude for the casepcf 0.8) and a high background noise level does the amplitude
N =10 andK = 2 such that (11) reduces to estimate degrade severely.

. B. Asymptotic Mean of the AIC Weight far > 1
Ay =1 (1-2P0)

Substituting
A — A A+ A
—I—A2p|:Q< 1 2P>_Q< 1+ 2P>} .
g g A A
NG —(A + Agp)? enm=r= ) bidj.s, (15)
or | FP 202
+ eXp<—(A1 _2142p)2>:| (14) into (10), the as_ymptotic mean of the AIC weight in thah
20 stage can be written as

wherep 2 p21. T0 illustrate the near—far effect, the received Am .= EB: A»E[l}mb} P

amplitude of the stronger user is normalized4p = 1 (recall

that we have assumedl, > A); the power of the weaker user mel

is varied from 0 to—20 dB with respect to that of user 1, i.e., _ Z A E[gmg,} Pimj + E|:7A—Lmz)m:|
from A, = A; to A, = 0.14;. The background noise level

was set to achieve a specific SNR= 20log, (A1 /o) at the

MF output. Since (14) is an even function@fA; , is plotted As in the first stage, the AIC weight of theth (i, > 1) stage is

only for p > 0. . biased unless the decisions in the current and preceding stages
Observe thatl; , is very close to the actual received ampliare always correct. Although it is possible to obtain an exact

tude for SNR > 10 dB; even for the worst case of; = 1 expression for (16), it involves multidimensional integrals of a

andp = 0.8, the percentage amplitude mismat(qbfll » — Multivariate Gaussian probability density function (pdf) since

Ay|/A;) x 100% is less than 5%. As the ratit; /A, increases b,, is, in general, correlated not only wifth; }1< | and,,, but

and p becomes smallerd; , becomes closer to the actual realso with previous demsmn{sbj o

ceived amplitude. For low SNRs (e.g., SNR 5 dB), the am-  In order to gain more |nS|ght |nto the steady-state properties

plitude mismatch is less than 8%, provided: 0.6. Only for of the ASIC, we make the following “normal-operating” as-

extreme conditions with very large MAI (e.g4> = A; and sumptions [25], i.e., the ASIC is operating in an environment

=1

(16)
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with a substantially high signal-to-interference-plus-noise rati®. BER Analysis
(SINR) such that the decisions in each stage are sufficiently réNext, we derive the steady-state BER of the ASIC that incor-

liable. . porates amplitude mismatch when the AIC has converged to a
) Efbib;] =~ 0forl # j. biased estimate of the actual amplitude. We employ an approach

i) Efbib;] ~ 0forl # j. similar to that described in [5], where the BER of a one-stage
iy Enb] =~ 0V, j. PIC was analyzed using perfect knowledge of the received am-
Thus, (16) can be approximated by plitudes. The approach outlined here is easier to formulate be-

cause the error probability is obtained by conditioning on the
A N transmitted user data and not on the noise realization as in [5].

Am, o %A’"E[bmbm} Note that the first stage, which is simply a matched filter, does

=Am(1 _ 2P€(nz)) (17) not suffer from the effects of amplitude mismatch; its BER is

given by (12).

In order to investigate the steady-state BER of the ASIC, itis
where the last equality follows from the derivation in Apassumed thai is sufficiently small such that the AIC weight at
pendix A [and was given in (13) for: = 1]. The accuracy of convergence is fixed at the Wiener weight, i.&;(k) = A, ,,
this approximation is verified by the computer simulations igielding a known amplitude mismatch givdal;}, {p;}, and
Section V1. It was pointed out in [26] that,,,(1 — 2P™) is 5. Using (15), the decision variable in theth stage 4 > 1) is
the (optimal) canceler weight that minimizes the power of thgiven by
cancellation errolE|[||A,.bmsm — Ambmsml||?]. As a result,
the ASIC can be considered as an approximate implementation,7 T

in high SINR conditions, of this error criterion. m = SmCm -
C. Output Power and Asymptotic Variance of the AIC Weight = Ambm + ; (Albl — A "bl>pml
The output power of stage. at convergence can be written K
as + Z Alblprnl + ﬁrn
I=m+1
m) A 1 T m—1 ) m—1 )
6(() ) = NEI:enH_lern—l—l] i (k)—A :Arnbrn + Z Al (bl - bl)prnl - Z A"éllblprnl
T =1 =1
1 - .
=g - AL (18) K
N + Z Alblprnl + ﬁrn (22)
. . I=m+1
where we have uses),,+1 = e, — A, obmsy, at convergence
and substituted (10). Note that where A4, 2 Az,o _ A, andb = sgriz]. Since the

users are detected in order, the BER of useris af-
fected by the amplitude mismatch in previous stages, i.e.,
AA,, 2 [AA4, ..., AA,,_1]. The BER conditioned or A,

is

K
€0 = CE[T] = 3 4ot (19)
J=1

Using (13) and (17) for high SINR conditions, we can write R
P, :P(bm " bm|AAm)

m K 7 A
m) 1 2 - - 2 2 = Z Z ZP brn, 7£ brn,a brn,a ﬁrn,a /3n1,|AArn
SR Z4AJP£J)(1—P£J))+'Z Aj+No™|. b G B ( )
j=1 j=m+1 (23)
(20)
. : : - whereg,, = b1, .- -5 b1, by, ..., bi] can take on one
Recognizing thatt{™ is equivalent to the minimum MSE o Co o Tmely B .
g g & q 2K-1 possible values, and,, 2 [b1, ..., bm—1] can take

achieved by the Wiener solution, the asymptotic variance of tﬁ%

m—1 i i
AIC weight in stagem is given by [20] one of2 possible values. Note that the second and third

summations in (23) are performed over all possible values of

(m) Bm andg,,, respectively. Using Bayes’ rule such that

lim E[(fl (k) — A )1 =M (21
o Lo P (b # b b, o, | DA

The asymptotic variance is controlled by the step-size param- — P(l}m % by, 3m|bm, B, AAm)P(bm, | AAL,)
eter (as expected) and decreases across the stageségfhdze Kl R

decreasing with increasing according to (18). =2""P (bm # b Bmlbmy Bim, AAm) (24)
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(23) can be rewritten as which denotes the set ¢f,; } that produces a specific decision
. b (+1 or —1) givendy, 3, 51, andAA;. Inserting (26) into (25)
(m) —F !
PeIAA =27 Z Z Z yields

- (m) oK
P(ZA)m Z b, §m|bm, B, AAm) (25) PeIAA =2 Z Z Z

where we have useq the assumption thgt tbg are i.i.d. / / Fligs .y i) divy - dit (29)
random variables taking on the valugd with equal proba- Ry
bility. Observe that which require2+7~1 ;-dimensional integrations. Note that
- 5 29) is the steady-state BER of the ASIC sinkd,,,, represents
P (b # s Bralbms By AAr ( > steady .
( 7 | f ) the amplitude mismatch of the converged AIC weights. For a
= P(fym € Ry, 1 € Ry, ... random amplitude mismatchA.,,,,, the overall BER can be ob-
im—1 € R 1|bms Bm, AAL) tained by averaging’jl’Z)Am, ie.,
=Py, € Ry, 1 € Ry, o0, o1 € Rpp—1) (m)
PO — / PUV, f(AA,)dAA,, (30)
/ / Fha, ooy fi) diy - diby, (26) AA,, ”
i wheref(AA,,,) is the joint pdf of the amplitude mismatch.
wheref (71, ..., 7,,) is the joint Gaussian pdf of the noise. In
order to remove the conditioning in the first equality of (26), V. STEADY-STATE PROPERTIES OF THECSIC

we have used the assumption that {lig} are independent of
the user datdb; } andAA,,. The regiond R;} are defined as
follows. Forl = m

For comparison purposes, we also investigate the corre-
sponding properties of the CSIC based on the matrix approach
developed in [18], where the convergence properties of the

[ ml BER of an iterative linear SIC (i.e., using the magnitude of the
fun < — A — Z 4; ( )pmf MF output as the user amplitude estimate) was studied. The
CSIC examined in this paper can be viewed as the first iterative
m-l R stage of such a structure. As in the previous analyses of the
+> 0 AAsbip, ASIC, we assume that usert is detected in stage:.
i=1 First, consider the amplitude estimate of the CSIC. We can
write the magnitude of the MF output of stageas
- Z Ajbjpmja b =1 A |S e
R é j=m+1 Tm
m m—1 - bmsmem (31)
Ao > A = Z A ( )p"“ wheree,,, andb,, = sgr[s ‘&,,,] are the input and detected bit,
respectively, of thenth stage of the CSIC, and we have used
iy . |z| = xsgrz] to arrive at the second equality in (31). The tilde
- Z AA;bjpm; notation is used to denote the various quantities/signals of the
=t CSIC (to distinguish them from those of the ASIC).
= > Ajbipmy, bm =—1  A. Review of the Matrix Approach
N J=m+l 27) Using this approach, we can express as a linear matrix

filtering operation on the chip MF output Settingflm( k) =
which represents the setf#,,, } that produces an erroneous dedm in Fig. 1 (which reduces to the CSIC in this case), the input

CiSiOND, GIVENDs, By B, ANAAA.,,,. FOrl = 1, _1 signal vector of stage: can be written as
( -1 érn :érnfl - Arnflbrnflsrnfl
iy > — Ay — ZAj (bj - bj)plj =8&u1 — Sm—154_18m_1
. i=t =(I—spm_185,_1)&m_1 (32)
_ L . ~
+Z AAjéjpzj _ Z Ajbipij, bi=1 where we have substituted,,_; = b,,—1s%,_;&,,_1 [sim-
R A =1 j=it1 ilar to (31)], andI is the identity matrix of sizeV. Note that
1= —1 I-s,,_1s% _, is a projection matrix onto the orthogonal com-
Ay < — Ay — Z A; (bj _ gj)plj plement ofs,,,_; . lterating one,,,_; in the same manner gives
Jj=1 érn = Trnr (33)
-1 K
+Z AAb;py; — Z Ajbip;, bi=—1  where we have defined the signal transfer maix = (I —
L j=1 j=l+1 Sm—155,_1) (I — s1s), which accounts for the composite

(28) effect of the previousn — 1 stages of cancellation. It is clear
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thatT; = I. Using (4) and (33), the decision variable at stagéhe second equality holds if and only¥,,s,, ands,, are

m can be expressed as collinear (or, equivalently, thgs; }":_11 are mutually orthog-
onal, which is the same condition needed to achieve the last
Fm =Shem equality). Note that the partial signal cancellation effects (i.e.,
= Ab P - Z Ajb;fmj + i (34) Portions of usern’s signal are canceled prior to stagg result
iZm iN g, < 1. We will demonstrate that the accumulation of par-

tial signal cancellation effects and residual cancellation errors
where jn,; 2 sTT,.s; is the “effective” correlation of the causes relatively large biases in the amplitude estimates of the

spreading sequences of userand; after the precedingn — 1 CsIC.

cancellations, and,, 2 s T,.n is the noise component at _
the output of the symbol MF. It is straightforward to show thde- Mean, Variance, and Output Power

7, IS @ zero-mean Gaussian random variable with variancegrgm (31) and (34), the mean of the amplitude estinhte
52, 2 52[s7T,, TLs,,]. Note thatZ,, has the same form ascan be written as

the decision variable of the:th branch of the conventional

MF detectqr, e Anbm +30,2,, Ajb]:pmj + ﬁm._Hence, we E[Am} —E [gmsgém}
may also view the symbol MF operation of stagen (34) as a
despreading of the received signal veatavith the “modified” =AnpmmE [bm?)m}
spreading sequencE’ s,,,. Based on this analogy, the BER of . .
stagem of the CSIC is given by [18] + > AjpmiE [bj bm} +E [ﬁmbm}- @37)
jEm
H(m) _ o—(K—1)
P 2 %: bg;l g;l Recognizing that (37) has the same form as the first equality in
R R (11), a closed-form expression féi[A,,] can be obtained by
AmPrmm + Z Aibipm directly applying the results in Appendix A, yielding
S0 tEm (35)
bzk: anl E [A’nl} = Arnﬁrnrn (1 - 2Pgn1)) + 2_(1(_1)
which has a form similar to that of the MF detector in (12). . Z Aipmid D0 DD
j#Em b1 bj—1 bjt1 b
B. Properties ofT,,, and p,.,; —A;jpmj + Z Arbiprmi
It will be useful to examine the properties®f,, andp,; for | Q 51#

m > 1 (m = 1istrivial sinceg,; = p1; Vj). First, note that m
T, is symmetric and idempotent if and only if tHe, }7*
are mutually orthogonal. (The trivial case Whéﬁ;}?”:}f are (Ajﬁmj + Z Aibipp
collinear is not considered here because the users’ spreading —Q j?‘j
sequences cannot be collinear in practice.) Theref®g,is Tm
generally not an orthogonal projection matrix, even though it
is a product of orthogonal projection matricf— sjs]T}. In K /257271
addition, note thal — sjsJT is positive semi-definite (PSD), +2 = Z o
which can easily be shown by expandir§(I — s;s7)x and b "K2
applying the Cauchy—Schwarz inequality. Consequemtly,is K
PSD since itis a product of PSD matrices [27]. Secahds; = - < Aﬂnﬁm)
0 becausél —s;s¥)s; = 0. As aresultp,,; = 0 so that stage - exp =1 (38)
m (m > 1) is free of the MAI due to user 1 (i.e., user 1 is com- 267,

pletely removed in the first stage). However, the other users are
not completely removed (i.e., residual cancellation error exists)

since p,,; is generally nonzero fof # 1. Third, ppum = 1

Him) - -
if and only if the{s; }"* are mutually orthogonal; otherwise, WhereP:™ is the error probability of theuth stage of the CSIC

0 < pmm < L. The following is a sketch of the proof. Thediven in (35). _ . _ _
non-negativity ofg,, = st T,.s,, follows immediately be- ~ The second moment and varianceAy,, which are derived

causeT,, is PSD. To see thal,... is upper-bounded by unity, in Appendix B, are given by

observe thal|T,.s|| < ||sw|| = 1, i.e., the length of the .
vector after projection is no greater than that before projection. 2] - - 4252 9 39
Equality is achieved if and only if this; }7:* are mutually or- [ } - Z Pt T Tom (39)
thogonal. From the Cauchy—Schwarz inequality, we have thaatmd =1

P = S5 TS < sl Tnsiall = [ Tousiall < 1. (36) var| A,, | = B[ 43| - B[4, (40)
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(a) Percentage Amplitude Mismatch (ASIC)
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Fig. 3.  Amplitude estimates of the ASIC and CSIC for = 5 and power profild20, 15, 10, 5, 0] dB. (a) Percentage amplitude mismatch of the ASIC.

(b) Percentage amplitude mismatch of the CSIC. (c) Relative error of approximating the converged AIC%QigfhyAm(l — 2P(™). (d) Relative error of
approximatingE[A,,.] bY A, e (1 — 2P,

respectively. Using .41 = &, — Ambmsm and (31), the output
power of themth stage of the CSIC can be written as

- 1 . .
g(m) = N E[e£z+1em+1]

- efa]

In contrast, the asymptotic mean of an ASIC stage is un-

biased if the decisions up to and including that stage are

always correct.
2) Form = 1, the mean of the amplitude estimate is
identical to the asymptotic mean of the ASIC amplitude
estimate, i.e.E[A;] = limy_oo E[A (K)] = A .
However, these two amplitude estimates differ
for m > 1. This can be seen from the asymp-
totic results: A, , — An(1 — 2P™), whereas
E[An] = Ampmm(1 — 2P8™) if the open-eye condi-
tion is met. The variances of the two amplitude estimates
also differ quite significantly, as will be shown via the
computer simulations in the next section.

(41)

with £© = (1/N)E[rTr] = ¢,
Using arguments similar to those leading to (13), we see that if

the noise poweris smallant),, 5, > Zl;ém At] ] (thisin-

equality corresponds to the open-eye condition), then the second

and third terms in (38) are negligible. In this case, we have
E[Anl} ~ Anlﬁrnrn (1 - Zpgnl))-

Thus, (40) can be approximated by

Var[Anl} ~ 4A72nﬁ72nrnpgrn) (1_P£7n)) + Z AIQﬁrin + 6—7271

I#m

(42)

VI. COMPUTER SIMULATIONS
A. Amplitude Estimation

1) Mean of the Converged Canceler Weight: the fol-
lowing example, we compare the bias of the converged AIC
weight with that of the amplitude estimate computed for the
CSIC. Fig. 3(a) and (b) shows the percentage amplitude mis-
match of the ASIC and CSIC, respectively, foka = 5 user
alently, ., = 0 and A pmm > 31z, Atlpmul] SINCE  system. This percentage is defined¥is— A,,| /A, x 100%,
by = by, is uncorrelated witH b, } j2m andn,,. Evenin whereY” = A, ,forthe ASIC,and” = E[A,,] forthe CSIC.
this ideal case, unless orthogonal spreading sequences\ute thatflmyo is approximated by an ensemble average of
employed, the amplitude estimates of the CSIGiior 1  the converged AIC weight fat0®> symbols using Monte Carlo
are still biased becaugs, , is less than unity. As will be simulations with, = 5 x 10~*, whereast[A,,] is obtained by
illustrated using numerical examples in the next sectionumerically evaluating (38). The system has four strong usersand
this bias can be relatively large in near—far situations amhe weak user: users 1, 2,3,and4 are 20, 15, 10, and 5 dB stronger
could cause a serious loss in performance for the CSlitban user 5, respectively (i.e., power profite[20, 15, 10, 5, 0]

(43)

From these results, we draw the following conclusions.
1) It can easily be seen from (37) and (38) tlﬁ%{l‘z‘im] =
Apprmm When no errors occur [i.eP™ = 0 or, equiv-

Authorized licensed use limited to: Univ of Calif Santa Barbara. Downloaded on June 14,2010 at 20:51:15 UTC from IEEE Xplore. Restrictions apply.



2354 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 49, NO. 10, OCTOBER 2001

(a) Percentage Amplitude Mismatch (ASIC) (b) Percentage Amplitude Mismatch (CSIC)
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Fig. 4. Amplitude estimates of the ASIC, D-ASIC, M-ASIC, and CSIC for= 5 and power profild5, 5, 3, 0, 0] dB. (a) Percentage amplitude mismatch of
the ASIC. (b) Percentage amplitude mismatch of the CSIC. (c) Relative error of approximating the converged AlGiweighy A...(1 —2P{™)). (d) Relative
error of approximatingZ[A...] by A... m (1 — 2P{™)). (€) Percentage amplitude mismatch of the D-ASIC. (f) Percentage amplitude mismatch of the M-ASIC.

dB). The amplitude of user 5is fixed df = 1;the noise power decreases. On the other hand, the amplitude mismatch of the
is varied to achieve a specific SNR 20 log, ,( A5 /o) (thisrep- ASIC is very small for moderate-to-high SNRnd quickly ap-
resents the SNR per bit, i.e., the SNR after despreading). TH@aches zero as SNincreases. Fig. 3(c) demonstrates the ac-
processing gain of the system/A& = 15, and the correlations curacy when approximating,,, , by A,,(1 — 2P{™). Itindi-
between the spreading sequences are cates that for SNR> 8 dB, the converged AIC weights closely

15 -1 -1 . . approximate the (optimal) canceler weights that minimize the
_‘1) 15 —5 ‘: ‘: power of the cancellation error. Similarly, Fig. 3(d) illustrates
R—L1|_1 _‘: 1‘: _; _; (44) that (42) is an accurate approximation of the mean of the CSIC
BTN ‘: _; 15 3 canceler weight for users 1-4 for S\R- 8 dB. Note, in this
‘: ‘: 3 ; 15 example, that user 5 does not satisfy the open-eye condition
o] 9 — o]

A Prmm > Zl#m Ay|pmal; thus, (42) is not valid. This could
Where[R]ﬂ = pPji-

happen to weaker users in the presence of several very strong
Observe that the amplitude mismatch of the CSIC is quitesers, as in this example.

large for users 3, 4, and 5. In this examplg: = 0.9956, Fig. 4 shows a second example, illustrating a moderate
P33 = 0.8830, pye = 0.6183, andgs; = 0.7700 [recall from near—far condition in which the scenario is the same as that
(38) that the amount of mismatch is dependenign.]. The of Fig. 3, except that users 1, 2, 3, and 4 are 5, 5, 3, and
biases in stages 3, 4, and 5 do not vanish as the noise po@ealB, respectively, stronger than user 5 (i.e., power profile
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(a) ASIC, first stage (b) CSIC, first stage
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Fig. 5. Amplitude estimates for an AWGN channel. (a) First stage of ASIC (user 1). (b) First stage of CSIC (user 1). (c) Second stage of ASIC (useog} (d) S
stage of CSIC (user 2).

= [5, 5, 3, 0, 0] dB). Again, it can be seen that the amplitud¢he converged weight (after sample 600) is very close to the
mismatch of the ASIC is smaller than that of the CSIGgeceived amplitude of user 1.
especially for weaker users. Fig. 4(c) and (d) shows theFor comparison purposes, the received amplitude estimate in
regions where (17) and (42) accurately predict the mean tbe first stage of the CSIC for the same signal conditions is
the amplitude estimates for the ASIC and CSIC, respectivehown in Fig. 5(b). Since the received amplitude estimate of the
Fig. 4(e) and (f) plots the percentage amplitude mismatch wh€$IC is obtained from the magnitude of the MF output, itis held
the conventional MF detectors in the ASIC are replaced lopnstant forV = 7 consecutive chips. This suggests that the
decorrelators and MMSE receivers, which are referred to as tmaplitude estimate should have a smaller variance in the ASIC
D-ASIC and M-ASIC, respectively. In stage, the decorre- thanin the CSIC, as verified in the plots. Fig. 5(c) and (d) show
lator is designed to completely null users+ 1, ..., K;2 the the weight trajectories for the second stage of the ASIC and the
MMSE receiver in each stage is trained using 1000 symboGSIC, respectively. Again, the received amplitude estimate of
As expected, the latter two detectors yield improved dedhe ASIC has a smaller variance than that of the CSIC.
sion-driven amplitude estimates because the symbol estimateBinally, we illustrate the convergence and tracking perfor-
are more accurate but at the cost of an increased complexitymance of the AIC for a single-path Rayleigh fading channel with
2) Variance, Convergence, and Tracking of the Cancelernormalized Dopplérof 1.7 x 10~3. The scenario is the same
Weight: Next, we compare the variances of the amplitudas that in Fig. 5, except that, = 2, A» = /2, A3 = 1, and
estimates. Consider a near—far scenario for a DS/CDMA= 0.06. In this scenario, the received signal in (1) is modified
system withK' = 3 users and a processing gain®f = 7. as follows:
The received amplitudes ary, = 4, A> = 2, and 43 = 1, K oo
the spreading sequence correlationsate= 1/7, p13 = 3/7, (1) = ABAD (DS (t— iT) + n(t 45
andp.3 = 1/7, and the noise power is? = 0.1. The AIC ) ; i:z_:oo%( JAsb3 034 J+nle) - (49)
weight is initialized to zero, ang = 0.025 for the first two ) ) ] ]
stages. The weight trajectory in the first stage for a single run\herey; (¢) is the Rayleigh fading process of ugefThe fading
the ASIC is shown in Fig. 5(a), along with the actual receivegPefficients{~;(k) = ~;(t)li=rr.} are generated using the

amplitude (which isd; = 4). The simulation results show thatModel in [28]. For convenience, we sBfy? (k)] = 1 and refer
to A;v;(k) as the received amplitude of usgrFig. 6(a) and
2From the zero-forcing property of the decorrelator, it can be seen that if the
decorrelator front end of stage is designed to null useds ..., m—1, m+ 3The normalized Doppler, which characterizes the fading rate, is defined as
1, ..., K, then the resulting structure has essentially the same performartioe product of the Doppler shift/c) f. and the symbol (bit) interval', where
as that without interference cancellation in [21]. In other words, interfereneeis the velocity of the mobile; is the velocity of light, andf. is the carrier
cancellation is redundant in such a design. frequency.
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(b) First stage of CSIC (user 1). (c) Second stage of ASIC (user 2). (d) Second stage of CSIC (user 2).

(c) show the weight trajectories in the first and second stage
respectively, for a single run of the ASIC along with the corre-
sponding received amplitudes. Observe that the convergence
the AIC weight is quite fast and that it tracks the received am
plitude better than the CSIC in Fig. 6(b) and (d).

B. BER Performance

1) Verification of the BER AnalysistWe first verify the ac-
curacy of the steady-state BER analysis using Monte Carlo sin
ulations. Consider a two-user DS/CDMA system with a pro-
cessing gain ofV. = 10. The amplitude of the stronger user
(user 1) is fixed atA; 1 with a signal-to-noise ratio of
SNR; = 20log,, A1 /0, whereas the power of user 2 is varied
from 0 to—20 dB with respect to user 1. Fig. 7 shows the ASIC
BER curves, along with the corresponding simulation results fo
= 0.005, obtained by numerically evaluating (29) (via Math-
ematica) with the following amplitude mismatch [see (14)]:

AA = —2A1P€(1) + Agp

o) o
)

Fig. 7. Steady-state BER for the ASIC. Analysis versus computer simulations
for K =2, N =10,p = 0.4, andp = 0.005.

Ay + Agp
o
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closely matches the simulation results.
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Received amplitude estimates for a single-path Rayleigh fading channel with a normalized Doppgiex df0—2. (a) First stage of ASIC (user 1).
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decorrelator, and the conventional MF detector. The system con-
sists of four equally strong users and one weak uder:=
Ay = A3 = Ay > A;. The power ratio (PR), which is defined
by 20logyo A;/A; fori = 1, ..., 4, varies from 0 to 20 dB;
As is fixed at unity with SNR 2 201og;o(As /o) = 10 dB.
The processing gain of the systemNs = 15, and the corre-
for p = 0.4 and four values of SNR Itis clear that the analysis lations between the spreading sequences are specified in (44).
In each symbol interval, the user to be canceled in a stage of
2) BER Versus Power RatioFig. 8(a) compares the BERthe ASIC and CSIC is determined by selecting the one with the
versus interferer power of the ASIC with that of the CSIC, thiargest magnitude at the MF output in that stage. Since we are
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o ) . (noerrors occurred ih0” symbols in our computer simulations);
primarily interested in near—far scenarios, only the BER curvgg§is result, along with the accurate amplitude estimates provided
of the weakest user are plotted. by the AIC, ensure that the MAI due to users 14 is almost com-

Itcan be seen that the CSIC considerably outperforms the Mfgtely removed. Therefore, the BER of the weakest user nearly
detector for PR< 10 dB. However, the performance gain beychieves the single-user (SU) bound for BPSK signaling [1].
comes marginal as the PR increases because the variances of thg, pr - 10 dB, the increasing variances of the amplitude
amplitude estimates increase accordingly [see (39) and (40)]. Qfimates become detrimental to the weaker user, resulting in a
large PRs, even a moderate amount of amplitude mismatch fragticeable increase in the BER with respect to the SU bound.
stronger users in the preceding stages can accumulate and caU§@aller step-size parameter can be employed to mitigate this
a considerable amount of residual MAI for the weak user. Fgfohlem but at the cost of slower convergence. Observe that the
the ASIC, the variances of the amplitude estimates also increaggic BER performance for the weaker user is superior to that
with increasing PR [via the increased output pogf8F’ in each  of the decorrelator for PR 16 dB but falls short as the PR in-
stage; see (18), (19), and (21)]. However, this increase is greajfgases due to the increased variance of the amplitude estimates.
deemphasized via the multiplication factof(1 — ./N)in(21), Fig. 8(b) shows the BER curves for the same scenario as that
wherey is usually small in practice, resulting in a much lowebf Fig. 8(a), except that SNR= 5 dB. Note that in this case,
BER compared with that of the CSIC. For RR2 dB, the ASIC the noise enhancement effect on the decorrelator is more pro-
BER for user 5 improves as the PR increases because the symilboinced in low SNR situations; the ASIC still performs better
decisions on users 1-4 become more reliable as the SINRtlwdn the decorrelator for PR 20 dB.
each stage increases, leading to better cancellations. FoB) BER Versus SNRFig. 9(a) and (b) shows the BER versus
2 < PR <« 8 dB, the decisions on users 1-4 are very reliabBNR of the ASIC for aK' = 10 user system and an AWGN
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channel under ideal power control (i.e., all users have the san
power) and a near—far condition, respectively. The step-size p
rameter ig: = 5x 10~*, the processing gain & = 31, and the

correlation matrix of the spreading sequences is given in (47
shown at the bottom of the page. In the near—far scenario, the 1
are three strong users, each of which is 10 dB stronger thantl 194
remaining users. It can be seen that the performance of the AS §
is very close to the SU bound, and it outperforms the other re%
ceivers considered. In addition, observe that the performance &
the CSIC receiver degrades significantly for the near—far casf;’
because of the poor amplitude estimates. 10}

10° @

Fig. 10(a) and (b) show the BER curves of the ASIC for the —— ASIC
same scenario as in Fig. 9 for a single-path Rayleigh fadi —= CSIC
. yleigh fadin S MF
channel where each user undergoes a normalized Doppler - - Decorrelator
1.2 x 1073. The step-size parameterjs= 0.025 andy = _s|L—_SU Bound

0.1, respectively, for Fig. 10(a) and (b). Note that although the 6 18 20
ASIC still significantly outperforms the CSIC and MF receivers,
the performance gap between the ASIC and the SU bound
much larger for the fading channel than for the AWGN channe b)
because error-propagation effects are more severe in the forn  10°
case—especially during deep fades.

4) BER Versus System LoadFig. 11(a) and (b) illustrate the
BER versus the system load of the ASIC, i.e., the number of ac $ * * * * * *
tive users, for an AWGN channel under ideal power control ani
for a near—far condition, respectively. In the near—far scenaritﬁ
there are two groups of users such that those in the same gro=
have equal power. The number of users in the first group is fixe £
at two, whereas that in the second group is varied to change t ©
systemload. Usersinthe firstgroup are 10 dB stronger than tho W

10 12 14 16
20 log, (A/0), i=1,...,10

Users

-2
in the second group; each user in the second group has an S 310 T ASIC
per bit of 1QdB. The processing gainis= 15, andthe step—_size g —& CSIC
parameterig = 5 x 10~*. Auser’s spreading sequence is ran- < —— MF
domly generated, and it varies from symbol to symbol. It can b T gﬁcgger'ﬁor
seen that for a low system load, the performance of the ASIC | 572 o =ohe . . . .
close to the SU bound; however, it deteriorates rapidly whenth @ 8 10, |og1102(A /o), 4.0 1® 2

system load is increased because of error-propagation effecis
(the MF front end performs poorly in this case). In additionsig. 10. BER versus SNR of the ASIC, CSIC, decorrelator, and MF detector
note that the performance of the CSIC is similar to that of tHer a single-path Rayleigh fading channel. (a) Users have equal transmitted
conventional MF detector for a high system load. power. (b) Near—far situation.

5) Comparison of Different Receiver Front EndBinally,
Fig. 12 shows the BER of user 5 versus SNR of the ASIC struimrms the SIC structure in [10] for this example. Note that the
ture with different front ends for the same scenario used performance gap between M-ASIC and the SIC in [10] (both use
Fig. 4. As expected, the MMSE receiver and decorrelator fromMSE receiver front ends but with different amplitude estima-
ends provide enhanced BER performance over when the ctors) indicates that the AIC provides more accurate amplitude
ventional MF detector is used. In addition, the ASIC outpeestimates than does the linear canceler.

1 7 3 1 -1 -1 7 —5 13 17

7 31 3 1 -1 7 3 7 13 5!

3 31 =15 3 -1 -9 -1 5 =3

1 —-15 31 =3 -3 1 5 —1 11
-1 -1 3 =3 31 3 -1 -1 9 -3
-1 7 -1 =3 3 31 -1 -5 -3 9

7

5!

3

1

— W

(47)

-
w

-9 1 -1 -1 31 -1 5 7
7 -1 5 -1 -5 -1 31 1 5!

13 5 -1 9 -3 5 1 31 -1

-3 11 -3 9 -7 5 —1 314

(21
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Fig. 11. BER versus system load of the ASIC, CSIC, decorrelator, MMSE
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VII. CONCLUSION

Using a Wiener model, we have analyzed the steady-state
performance of the adaptive successive interference canceler
(ASIC), which employs an adaptive interference canceler (AIC)
in each stage to minimize the output power. These results indi-
cate that the converged AIC weight, and, thus, the amplitude
estimate, are generally biased away from the actual amplitude
of the received signal. However, the converged canceler weight
is very close to the actual received amplitude of the detected
user when the BER of that stage (and of previous stages) is
sufficiently small. It was shown that the variance of the am-
plitude estimate decreases across stages and is controlled by
the step-size parameter. In addition, for high SINR conditions,
the bias depends primarily on the BER in that stage. Computer
simulations demonstrate that the convergence rate is typically
fast—a few hundred chips—which is expected since there is
only a single adaptive weight in each stage. These examples also
illustrate the limitations of the ASIC, in terms of BER perfor-
mance, due to error-propagation effects (e.g., for high system
loads or during deep fades); nevertheless, the ASIC compares
favorably with several multiuser receivers (such as the decorre-
lator and the MMSE receiver) for the scenarios considered here.
The corresponding properties of the CSIC were also examined
and compared with those of the ASIC. It was shown that for
stages withme > 1, the amplitude estimate of the CSIC with
nonorthogonal spreading sequences is still biased, even when
the decisions are always correct. Furthermore, the bias and vari-
ance of the CSIC amplitude estimate (as well as the amplitude
mismatch) are larger than those of the ASIC, leading to poorer
BER performance of the weaker users (especially when many
strong users are present).

APPENDIX A
DERIVATION OF A; ,

receiver, and MF detector for an AWGN channel. (a) Equal power users. Substituting (4) into (10) yields (recall that = r)

(b) Near—far situation.

10
00— T
0o
5107}
[77]
>
ke
[
w10 " —a—ASIC
—— CSIC
—— D-ASIC 3
10‘4_ —=— M-ASIC
- MF
g+ SICin [10]
s|L— SU Bound
10° . T :
4 5 10 1 12

7 8 9
20 Iog1 0 (A5/o)

Ao = 4B b + EI: A;pE|bih ]| + Blinh]. (A1)

=2
In the following sections, we evaluate the three expectations in
(A.1) separately.

A. Evaluation of£[b; b;]

Since the product df; andb; can only take on the valuesl,
we can write

E[blgl} =1 'P(l;l = b1)+ (-1) ~P(31 £ bl)
=1-(1- PO} (1) PO

=1-2pPW (A.2)

WherePe(,l) is the error probability of the first stage. Similarly,

2y (m) (m) "
Fig. 12. BER performance of the ASIC with different receiver front ends fof [Umbm] =1 — 2FP:™", whereP:™ is the error probability of
an AWGN channel and the same conditions used in Fig. 4.

themth stage.
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B. Evaluation ofE'[b; b

Consider the sef; 2 18 =

(b1, ...,

bj—l, bj+1, ey bK)Z
bh==41,1=1,..., K, 1 # j}. We can write
B[bb] = By, B[b;b1]5]
=2--DS" Bb;h|5] (A3)
B

A
where Z,aj = 2, "'ij,l ijﬂ 2

[ = j. By the definition of conditional expectation
Blbbs;] =3 3 b P (b, b))
b by
=35> > bjl;lP(@llﬁj, bj) (A.4)
by §y

where the last equality follows fromP(bJ,b1|[3)
P(bi|B;, b)) P, b))/ P(B) = (1/2)P(b]B;, by).

panding the summations ovier andb, in (A.4), we have

Bb;ins]

Ex-

—Ajp1y — Z Aibipn

1 1]
T2 @ o
—Ajprj =Y Aibipu
_l1-0 I#)
g
Ajpiy — Z Arbipu
~lo I#j
(o2
Ajpry — ZAlblpll
—l1-q l;’ (A.5)

and substituting(—zx)
expressed as
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Thus, inserting (A.6) into (A.3) yields

—Ajp1; + Z Aibipu

E[bjgl} —9—(K-1) Z 0 al#j
Bj
Ajpr; + Z Aibipu
125
-Q - (A7)

. . denotes the which is the expression used in (11).
summations over all possible bit combinatidig}, except for

To examine the asymptotic propertiesiofb JlAJl] aso — 0,
it is useful to rewrite (A.7) by partially expandinig 3 overb;.

After exploiting the following symmetry for arbnrary andy
(with all bits taking on the value1)

z+ Z Aibipy
I£1.j

2.2 22

Y
_7 1 b3+1

x — Z Aibipu

1£1,j

=22l 2@

bj—1 b1

(A.8)

— Q(z) = 1 -2Q(x), (A.7) can be

SCC D DR DDIEDD

bj—1 bj1
Ay — (Ajplj - Z Aﬂnpu)
12,5
Q a
AL+ (Ajplj - Z Abipy
41,5
_Q -

(A.9)

Recall that Q(z) is monotonically decreasing im with
Q(-o0) = 1 and Q(oc) = 0. From (A.9), we see that
where the four terms containing-functions are due to eval- E[b bl] — 0aso — 0if and only if the signs of the arguments
uating P(b1 |3, b,) for the pairs(b;, b1) = (1, 1), (1, =1), in both Q-functions agree for alkX—2 possible bit combi-
(-1, 1), and ( 1, —1), respectively. Using the identity hations (such that the values of tiefunctions equal 0 or 1
Q(—x) — Q(z) = 1 - 2Q(z), (A.5) can be simplified to simultaneously), which is equivalent t&; > 3., Alpyl
(i.e., user 1 is sufficiently strong).

+ Z Arbip1y
I#j

g

—A;p1;

C. Evaluation ofE[f, b;]
E[bin|5] =@

Defining the setB 2 {8 = (b, ..

Lbr)ib = 1,0 =
1, ...

. K}, it follows that E[f1 b,] can be written as
E [mél} —ERE [mz}l |/3}

—27 K% E[mélw]

38

Ajpr; + Z Aibipu
15
ag

-Q

(A.6) (A.10)
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where
E[ﬁlz}lw]
= [ <l (= b = 119)
i (ﬁl — (b= —1|[3)}d<’. (A.11)
It is straightforward to see that
Fan 15 (ﬁl —( by = 1|/3)

K
= fa |1 =¢ P> =D Abipu

=1
1 K
— =2 s N7 AR
— & ) > p1
=19 V2702 ; 1 (A.12)
0, otherwise
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Recall that

Note that giverns = (by, ..

T ~
Arn, = |Snlern,

K

~ ~ A~
= E Alblprnl +nm| = |Zrn,|-
=1

(B.3)

., bx), Z is @ Gaussian random

variable yvith meaan‘:1 Aibiprm and variances2,. Hence,

giveng, A, hasthe pdf; ,,(¢) withthe formof (B.2), except
thatm,. ando, are replaced by 1, A;bip ands,,, respec-
tively. It immediately follows fromE[Y?] = m? + o2 that

2

K
E|:Ar2n|/3:| = lz:; Alblﬁnll + 57271 (84)

Thus, inserting (B.4) into (B.1) and using, >, b;bi = &;
(the Kronecker delta function) yields (39), from which (40) im-
mediately follows.

where the conditioning in the first equality is removed because

71 andg are independent. Similarly

T i (i = =¢ b = —118)

K
1 2 2
e S Y
- ol ¢ lz:; P (A.13)
0, otherwise.
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Substituting (A.12) and (A.13) into (A.11) and integrating

yields

E[ﬁlgﬂﬁ} = \/?exp -

which inserted into (A.10) give&[fi1b,].

2

K
Z Aibipr
=1

5o (A.14)

APPENDIX B .
DERIVATION OF E[A2 ] AND var{A,,]

Since vafA,,,] = E[A2] — E?[4,,], and we have already
obtained a closed-form expression #fA,,] in (38), we start
with the second momerit[432,]. Let B and3 be defined as in

Appendix A so that we can write
B|A2 | =EpE|42,)5]

27Ky E[Afnw]

38

(B.1)

In order to evaluatéZ[A2, | 3], we employ the following useful

(1]
(2]
(3]

(4]
(5]

(6]

(7]

(8]

(9]

[10]

(11]

result (which can easily be shown by using a transformation off.2]
random variables [29]): IX is a Gaussian random variable with

meanm,, and variance2, then the pdf o’ = | X| is
1

V2no2

[6_@—%)2/203

_|_C—(y+mw)2/2”i:| L y>0 (BZ)

0, y < 0.

(13]

[14]

[15]
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