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The Perceptron is an adaptive linear combiner that has its output quantized to one of two possible discrete values, and it is the basic component of multilayer, feedforward neural networks. The least-mean-square (LMS) adaptive algorithm adjusts the internal weights to train the network to perform some desired function, such as pattern recognition. In this paper, we present an analysis of the stationary points of a single-layer Perceptron that is based on the momentum LMS algorithm, and we illustrate some of its convergence properties. When the input of the perceptron is a Caussian random vector, the stationary points of the algorithm are not unique and the behavior of the algorithm near convergence depends on the step size $\mu$ and the momentum constant $\alpha$.

## I. Introduction

A single-layer Perceptron [1], or adaptive linear neuron (ADALINE) [2], consists of one summing node and $N$ adaptive weights $\left\{w_{k}(n)\right\}$ as shown in Fig. 1. It is the simplest feedforward neural network structure, and it corresponds to a single "neuron" element. This basic component may be combined in parallel with many similar components to produce a multilayer Perceptron that has greater learning and computing capabilities [3]. The output $y(n)$ of the summer is filtered by a hard limiter ${ }^{1}$ to produce a binary output $y_{q}(n)$ (denoted by +1 and -1 ). This output is compared to another binary signal, which corresponds to some desired response $d_{q}(n)$, and an error signal $\mathrm{e}(n)$ is generated. An adaptive learning algorithm [4] then uses this error to make adjustments to the Perceptron weights so as to match $y_{q}(n)$ and $d_{q}(n)$ in a statistically meaningful way. The input signals $\left\{x_{k}(n)\right\}$ can be binary valued ( $\pm 1$ ) or they can be drawn from a continuous distribution. In our analysis, we assume that they form a Gaussian random vector whose components may or may not be correlated.

The Perceptron in Fig. 1 can be used as a pattern classifier whereby the $N$-dimensional vector space represented by
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In some cases, the hard limiter is replaced by a smooth nonlinearity such as the sigmoid function [1].
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Fig. 1. Single-layer Perceptron with hard limiter.
the input signals is partitioned into two subspaces, corresponding to the two classes (denoted by $A$ and $B$ ). It is well known, however, that the partition in this case is a hyperplane [2]; more complex partitions can be achieved only by adding "hidden" layers to the Perceptron [1]. Figure 2 shows


Fig. 2. Perceptron decision regions for two weights.
an example of the partition for the case of two input signals ( $N=2$ ); observe that the decision boundary is defined by the line $x_{2}=-\left(w_{1} / w_{2}\right) x_{1}-\left(b / w_{2}\right)$, where $b$ represents a bias factor. The perceptron can be trained to identify this decision boundary so that for a given input, it will correctly decide to which class the sample pair belongs.

In this paper, we present an analysis of the stationary (convergence) points of an adaptive algorithm that adjusts the perceptron weights [5]. This algorithm is identical in form to the least-mean-square (LMS) algorithm [4], except that a hard limiter is incorporated at the output of the summer as shown in Fig. 1. We include a momentum term in the weight update [3]; this modified algorithm is similar to the momentum LMS (MLMS) algorithm [6], [7], except again it contains the output nonlinearity. Section II describes the perceptron algorithm in detail, and it presents a simple twoinput example that will be used for illustration purposes throughout the paper. The stationary points of the aigorithm are then presented in Section III, and the properties of the adaptive weight vector near convergence are discussed. Computer simulations that verify the analysis are given in Section IV, and conclusions are outlined in Section V . A related analysis of this algorithm, which is also often called the delta learning rule, is presented in [8].

## II. Perceptron Learning Algorithm

## A. Algorithm Description

The perceptron algorithm considered here has the following weight updating mechanism:

$$
\begin{equation*}
W(n+1)=W(n)+2 \mu e(n) X(n)+\alpha[W(n)-W(n-1)] \tag{1}
\end{equation*}
$$

where $W(n)$ and $X(n)$ are the $N$-dimensional weight and signal vectors, respectively:

$$
\begin{equation*}
W(n)=\left[w_{1}(n), \cdots, w_{N}(n)\right]^{\top} \tag{2a}
\end{equation*}
$$

and

$$
\begin{equation*}
X(n)=\left[x_{1}(n), \cdots, x_{N}(n)\right]^{T} \tag{2b}
\end{equation*}
$$

The superscript $T$ is vector transpose, and $n$ denotes the present sample time. Equation (1) is a second-order algorithm that requires storage of the present and previous weight vectors before the new weight vector can be computed. The step size $\mu$ and the momentum constant $\alpha$, where $\mu>0$ and $|\alpha|<1$, determine the convergence rate and steady-state performance of the algorithm. The component given by $\alpha[W(n)-W(n-1)]$ is the so-called momentum term [3]. Intuitively, if the previous weight change is large, then adding a fraction of this amount to the current weight update will accelerate the descent process toward the algorithm convergence point. However, it can be shown that the misadjustment [4] of the MLMS algorithm is increased in direct proportion to $\alpha$ [6], [7].

The output error e( $n$ ) is derived as the difference between the (binary-valued) desired response $d_{q}(n)$ and the quantized filter output $y_{q}(n)$ :

$$
\begin{equation*}
e(n)=d_{q}(n)-y_{q}(n)=d_{q}(n)-\operatorname{sgn}(y(n)) \tag{3}
\end{equation*}
$$

where $\operatorname{sgn}(g)$ is the sign function defined as

$$
\operatorname{sgn}(g)= \begin{cases}+1, & g \geq 0  \tag{4}\\ -1, & g<0\end{cases}
$$

Observe in Fig. 1 that there are $N$ input signals which are weighted and then summed to produce the unquantized output $y(n)$; this part of the perceptron is simply a linear combiner. The intermediate output $y(n)$ is thus given by the following inner product:

$$
\begin{equation*}
y(n)=W^{T}(n) X(n)=X^{\top}(n) W(n) \tag{5}
\end{equation*}
$$

Note that $\gamma(n)$ is always quantized to produce $y_{q}(n)$. The desired response $d_{q}(n)$ is also constrained to be $\pm 1$, so we can view it as being a quantized version of some underlying process $d(n)$, that is

$$
\begin{equation*}
d_{q}(n)=\operatorname{sgn}(d(n)) \tag{6}
\end{equation*}
$$

In general, $d(n)$ will be correlated with $X(n)$, and it can often be represented as a function (possibly nonlinear) of the elements of $X(n)$. One interesting case that will be examined later is when $d(n)$ is a linear function of $X(n)$ according to

$$
\begin{equation*}
d(n)=F^{T}(n) X(n)=X^{T}(n) F(n) \tag{7}
\end{equation*}
$$

where $F(n)$ is an unknown weight vector defined in a manner similar to $W(n)$. In our analysis, we assume that $F(n)$ is constant such that $F(n)=F$.

## B. Two-Weight Example

For illustration purposes, we consider a simple example for $N=2$, corresponding to a special case of the decision regions shown in Fig. 2. Assume that the bias term is zero $(b=0)$ so that the boundary passes through the origin, and let the data be generated such that the boundary lies at a $45^{\circ}$ angle with respect to the signal axes. Region $A$ (above and on the line) is denoted by +1 , and region $B$ (below the line) is denoted by -1 .

The network is trained as follows. The input signals $x_{1}(n)$ and $x_{2}(n)$ are independently assigned values from a zeromean, Gaussian distribution having a variance of 1 . If the corresponding point on the plane lies in region $A$, [that is, $\left.x_{2}(n) \geq x_{1}(n)\right], d_{q}(n)$ will be set equal to +1 ; otherwise, $d_{q}(n)$ $=-1$. The input samples and the associated desired sample will be presented to the network, and the perceptron algorithm will adjust the weights according to the update in (1). Clearly, a stationary point should be of the form $w_{1}(n)=$ $-w_{2}(n)$, since this is the way the data were generated.

For this simple example, it is straightforward to model the underlying desired process as the following linear combination of the input signals: $d(n)=x_{2}(n)-x_{1}(n)$. As such, the vector $F$ in (7) is ${ }^{2} F=\left[\begin{array}{ll}-1 & 1\end{array}\right]^{T}$. Since the input samples are assumed to form a Gaussian vector, then $d(n)$ is necessarily a Gaussian process. This property will lead to some convenient analytical expressions for the stationary points, as discussed in the next section.

## III. Stationary Points of the Algorithm

## A. Mean Weight Vector

In order to determine the stationary points of the Perceptron algorithm, we examine the expected value of (1):

$$
\begin{align*}
E[W(n+1)]= & E[W(n)]+2 \mu E[\mathrm{e}(n) X(n)]+\alpha(E[W(n)] \\
& -E[W(n-1)]) \tag{8}
\end{align*}
$$

${ }^{2}$ As another example, if the boundary was chosen to lie along the $x_{2}$ axis, then $F=\left[\begin{array}{cc}-1 & 0\end{array}\right]^{\top}$.

At convergence, assuming that $\mu$ has been chosen "sufficiently small," we have $E[W(n+1)]=E[W(n)]=E[W(n-$ 1)] $=W_{*}$, where $W_{*}$ represents a stationary point. Alternatively, we may view (1) as a gradient-descent algorithm, and we are interested in finding weight values such that the gradient is zero. As a result, (8) reduces to the following orthogonality condition [4]:

$$
\begin{equation*}
E\left[e_{*}(n) X(n)\right]=0 . \tag{9}
\end{equation*}
$$

The subscript * indicates that the error is generated when the weights are at the stationary point $W_{*}$. Equation (9) states that the error and the input signal are statistically orthogonal at convergence. This result is identical to that of the standard (linear) LMS algorithm, and it can be used to find $W_{*}$. If we substitute (3), then (9) can be rearranged as

$$
\begin{equation*}
E\left[X(n) d_{q}(n)\right]=E\left[X(n) \operatorname{sgn}\left(y_{*}(n)\right)\right] \tag{10}
\end{equation*}
$$

where $y_{*}(n)$ is the unquantized output at convergence. Define the cross-correlation between $X(n)$ and $d_{q}(n)$ as $P_{q}$ $=E\left[X(n) d_{q}(n)\right]$. Note that the actual form of this vector depends on the statistics of the underlying process $d(n)$; later we consider the linear example described previously for $d(n)$, but for now we leave $P_{q}$ in this more general form. Assuming that $X(n)$ is a zero-mean, Gaussian vector with correlation matrix $R=E\left[X(n) X^{\top}(n)\right]$, then the right-hand side of (10) becomes [9]

$$
\begin{equation*}
E\left[X(n) \operatorname{sgn}\left(y_{*}(n)\right)\right]=\frac{1}{c \sigma_{y .}} E\left[X(n) y_{*}(n)\right] \tag{11}
\end{equation*}
$$

where the constant $c=\sqrt{\pi / 2}$ and $\sigma_{y}^{2}$, is the variance of $\gamma_{*}(n)$, given by

$$
\begin{equation*}
\sigma_{y,}^{2}=E\left[y_{*}^{2}(n)\right]=E\left[W_{*}^{\top} X(n) X^{\top}(n) W_{*}\right]=W_{*}^{\top} R W_{*} . \tag{12}
\end{equation*}
$$

Equation (5) was used to derive (12) and, because $W_{*}$ is fixed, we have brought it outside the expectation. The expectation on the right-hand side of (11) can be expanded in a similar way, as follows:

$$
\begin{equation*}
E\left[X(n) y_{*}(n)\right]=R W_{*} \tag{13}
\end{equation*}
$$

Substituting (11) and (13) into (10), we have the following equivalent expression for (9):

$$
\begin{equation*}
W_{*}=c \sigma_{y} \cdot R^{-1} P_{q} \tag{14}
\end{equation*}
$$

which, after substituting (12), becomes

$$
\begin{equation*}
W_{*}=c \sqrt{W_{*}^{T} R W_{*}} R^{-1} P_{q} \tag{15}
\end{equation*}
$$

The square root is well defined because the variance in (12) is always nonnegative, and we assume that $R$ is positive definite so that the inverse exists. This expression defines the stationary points of the perceptron algorithm. Observe that it is a nonlinear function of $W_{*}$; because of this form, there may be infinitely many solutions. However, if for fixed values of $\mu$ and $\alpha$ the convergence point $\sigma_{y}^{2}$ of $\sigma_{y}^{2}(n)=E\left[y^{2}(n)\right]$ is unique, then the weight vector $W_{*}$ will also be unique according to (14). Note that the output variance $\sigma_{y}^{2}(n)$ is nonstationary and dependent on $n$ because the perceptron weights are time-varying.
It is interesting to consider when $d(n)$ is also a Gaussian process. In this case, we have from (6) that

$$
\begin{equation*}
P_{q}=\frac{1}{c \sigma_{d}} E[X(n) d(n)] \tag{16}
\end{equation*}
$$

where $\sigma_{d}^{2}$ is the variance of $d(n)$, which is independent of $n$ when $d(n)$ is stationary. Substituting (16) into (14) and defining the cross-correlation between $X(n)$ and $d(n)$ as $P$ $=E[X(n) d(n)]$, we have

$$
\begin{equation*}
W_{*}=\frac{\sigma_{y .}}{\sigma_{d}} R^{-1} P \tag{17}
\end{equation*}
$$

If $\sigma_{y .}=\sigma_{d}$, then the optimal solution here is identical in form to the Wiener solution of the standard (linear) MLMS algorithm [6], [7], that is

$$
\begin{equation*}
W_{*}=R^{-1} P \tag{18}
\end{equation*}
$$

In general, however, $\sigma_{y}$. does not equal $\sigma_{d}$ so that a scaled version of (18) would be obtained, as given in (17). Finally, if we assume that $d(n)$ is generated according to (7) for a fixed value of $F$, then $P=R F, \sigma_{d}^{2}=F^{\top} R F$, and

$$
\begin{equation*}
W_{*}=\frac{\sigma_{y}}{\sigma_{d}} F \tag{19}
\end{equation*}
$$

that is, the optimal weights are directly proportional to $F$, where the proportionality constant is a nonnegative scalar. This result is consistent with our intuition; if $W_{*}$ and $F$ are related as in (19), then $y(n)$ and $d(n)$ will have the same sign for any $X(n)$, and the error will necessarily be zero, corresponding to a stationary point. To continue further, we need to examine the convergence properties of the output variance $\sigma_{y}^{2}(n)$ of the linear combiner.

## B. Steady-State Output Variance

The output variance of the linear combiner can be written as

$$
\begin{equation*}
\sigma_{y}^{2}(n, n)=E\left[W^{\top}(n) X(n) X^{\top}(n) W(n)\right] \tag{20}
\end{equation*}
$$

where we have substituted (5). For notational clarity, we have added a second time argument; together these arguments correspond to those of the weight vector and the input signal vector, respectively, under the expectation. After the weights are updated, the a posteriori variance can be expressed as

$$
\begin{equation*}
\sigma_{y}^{2}(n+1, n)=E\left[W^{\top}(n+1) X(n) X^{\top}(n) W(n+1)\right] \tag{21}
\end{equation*}
$$

Substituting the weight recursion from (1), we have that

$$
\begin{align*}
\sigma_{y}^{2}(n+1, n)= & (1+\alpha)^{2} E\left[W^{\top}(n) X(n) X^{\top}(n) W(n)\right] \\
& +4 \mu(1+\alpha) E\left[X^{\top}(n) X(n) X^{\top}(n) W(n) e(n)\right] \\
& +4 \mu^{2} E\left[X^{\top}(n) X(n) X^{\top}(n) X(n) \mathrm{e}^{2}(n)\right] \\
& -2 \alpha(1+\alpha) E\left[W^{\top}(n) X(n) X^{\top}(n) W(n-1)\right] \\
& -4 \mu \alpha E\left[X^{\top}(n) X(n) X^{T}(n) W(n-1) e(n)\right] \\
& +\alpha^{2} E\left[W^{\top}(n-1) X(n) X^{\top}(n) W(n-1)\right] \tag{22}
\end{align*}
$$

which can be written more compactly as

$$
\begin{align*}
\sigma_{y}^{2}(n+1, n)= & (1+\alpha)^{2} \sigma_{y}^{2}(n, n)+4 \mu(1+\alpha) a(n)+4 \mu^{2} b(n) \\
& -2 \alpha(1+\alpha) \gamma(n, n-1)-4 \mu \alpha a(n-1) \\
& +\alpha^{2} \sigma_{y}^{2}(n-1, n) \tag{23}
\end{align*}
$$

where, for convenience, we have defined the following scalar quantities:

$$
\begin{align*}
\gamma(n, n-1) & =E\left[W^{\top}(n) X(n) X^{\top}(n) W(n-1)\right]  \tag{24a}\\
a(n) & =E\left[X^{\top}(n) X(n) X^{T}(n) W(n) \mathrm{e}(n)\right] \tag{24b}
\end{align*}
$$

and

$$
\begin{equation*}
b(n)=E\left[X^{\top}(n) X(n) X^{\top}(n) X(n) \mathrm{e}^{2}(n)\right] \tag{24c}
\end{equation*}
$$

In contrast to that in (20) and (21), the arguments of $\gamma$ and $a$ are defined only according to those of $W$ under the expectation, and the argument of $b$ is determined by that of $e$. To continue, we also need a recursion for $\gamma(n+1, n)$, as follows:

$$
\begin{align*}
\gamma(n+1, n)= & E\left[W^{\top}(n+1) X(n) X^{\top}(n) W(n)\right] \\
= & (1+\alpha) E\left[W^{T}(n) X(n) X^{\top}(n) W(n)\right] \\
& +2 \mu E\left[X^{\top}(n) X(n) X^{\top}(n) W(n) \mathrm{e}(n)\right] \\
& -\alpha E\left[W^{\top}(n) X(n) X^{\top}(n) W(n-1)\right] \\
= & (1+\alpha) \sigma_{y}^{2}(n, n)+2 \mu a(n)-\alpha \gamma(n, n-1) \tag{25}
\end{align*}
$$

where again (1) has been substituted.
Near convergence the weights approach $W_{*,}$ a stationary point, and we have for "small"3 $\mu$ that $\sigma_{y}^{2}(n+1, n) \approx \sigma_{y}^{2}(n$, $n) \approx \sigma_{y}^{2}(n-1, n) \rightarrow \sigma_{y, \gamma}^{2} \gamma(n+1, n) \approx \gamma(n, n-1) \rightarrow \gamma, a(n)$ $\approx a(n-1) \rightarrow a$, and $b(n) \rightarrow b$, which are all independent of time. Therefore, we can replace (23) and (25) by the following coupled pair of deterministic equations:

$$
\sigma_{y .}^{2} \approx\left(1+2 \alpha+2 \alpha^{2}\right) \sigma_{y .}^{2}+4 \mu a-2 \alpha(1+\alpha) \gamma+4 \mu^{2} b
$$

(26a)
and

$$
\begin{equation*}
\gamma \approx(1+\alpha) \sigma_{y_{-}}^{2}+2 \mu a-\alpha \gamma \tag{26b}
\end{equation*}
$$

By eliminating the common terms from these two expressions, we have the following condition that defines the output variance near convergence:

$$
\begin{equation*}
(1-\alpha) a+\mu b \approx 0 \tag{27}
\end{equation*}
$$

Notice that this condition depends on the parameters $\mu$ and $\alpha$. By examining a near convergence, we can approximate it as follows:

$$
\begin{equation*}
a \approx W_{*}^{\top} E\left[X(n) X^{T}(n) X(n) e_{*}(n)\right]=W_{*}^{T} S \tag{28}
\end{equation*}
$$

where $W_{*}$ is the weight vector in (14), which has been factored from the expectation because we are assuming that the weight fluctuations near convergence are negligible. The vector $S$ is given by $S=E\left[X(n) X^{T}(n) X(n) e_{*}(n)\right]$. By substituting (14) and (28) into (27) and solving for $\sigma_{y,}$, we find that

$$
\begin{equation*}
\sigma_{y .} \approx \frac{-b \mu}{\mathrm{c}(1-\alpha) P_{q}^{\top} R^{-1} S}=\frac{\mu}{\mathrm{c}(1-\alpha)} k \tag{29}
\end{equation*}
$$

where we have defined the positive scalar $k=-b /\left(P_{q}^{T} R^{-1} S\right)$. Substituting (29) into (14), the following expression is
${ }^{3}$ As a result, the weight fluctuations about $W_{*}$ will be negligible and we can ignore them.
obtained, which represents the properties of the perceptron weight vector near convergence:

$$
\begin{equation*}
W_{*} \approx k\left(\frac{\mu}{1-\alpha}\right) R^{-1} P_{q} \tag{30}
\end{equation*}
$$

In general, it is difficult to determine closed-form expressions for $P_{q}, S, b$, and thus $k$. However, we are not so much interested in evaluating (30) as we are in the asymptotic relationship (i.e., near convergence) between the weights and the parameters $\mu$ and $\alpha$. Notice that $W_{*}$ is a linear function of $\mu$; if $\mu$ is increased by a factor of 10 , for example, then the weight values are also scaled by a factor of 10 . On the other hand, $W_{*}$ depends on $\alpha$ in a nonlinear way. Furthermore, it behaves differently for positive and negative values of $\alpha$. If $\alpha>0$, then the weights increase as $\alpha \rightarrow 1$, becoming extremely large as $\alpha$ approaches 1 . However, for $\alpha<0$, the weights decrease as $\alpha \rightarrow-1$, remaining relatively small.

Finally, if we assume that $d(n)$ is generated according to (6) and (7), then (30) simplifies to

$$
\begin{equation*}
W_{*} \approx k^{\prime}\left(\frac{\mu}{1-\alpha}\right) F \tag{31}
\end{equation*}
$$

where (19) has been used and $k^{\prime}=-b /\left(F^{T} S\right)$ is a positive scalar. Thus, the weights near convergence are proportional to $F$.

## IV. Computer Simulations

In the simulations presented here, a two-weight perceptron ( $N=2$ ) was examined with $b=0, R=I$ (the identity matrix), and $F=\left[\begin{array}{ll}-1 & 1\end{array}\right]^{T}$. As such, the boundary passes through the origin at an angle of $45^{\circ}$ with respect to the signal axes, $P=\left[\begin{array}{ll}-1 & 1\end{array}\right]^{\top}$, and $\sigma_{d}^{2}=2$. The perceptron was trained to "learn" the location of this boundary starting from the zero weight vector. In all simulations, the weight trajectories were averaged over 100 independent computer runs to generate relatively smooth curves. We considered two cases: (a) one weight was fixed and the other was allowed to adapt, and (b) both weights were allowed to adapt.

Figure 3 shows the weight trajectories of $w_{2}(n)$ for four values of $\mu$ with $\alpha=0$ and $w_{1}(n)$ fixed at -1 . Since one weight


Fig. 3. Trajectories of $w_{2}(n)$ with $\alpha=0$ and $w_{1}(n)=-1$.
is fixed, the stationary points are unique in this case, corresponding to $w_{2}(n) \rightarrow 1$ [recall that we must have $w_{2}(n)=$ $\left.-w_{1}(n)\right]$. Observe that $w_{2}(n)$ converges to 1 as expected, and that the rate of convergence increases as $\mu$ is increased. The steady-state weight variance is greater for larger values of $\mu$; this result is similar to that observed for the standard LMS algorithm, and it is a form of misadjustment [4]. Figure 4


Fig. 4. Trajectories of $w_{2}(n)$ with $\mu=0.01$ and $w_{1}(n)=-1$.
shows similar weight trajectories, except $\mu$ was kept fixed at 0.01 and $\alpha$ was varied for several positive and negative values. Observe that the rate of convergence increases as $\alpha$ is increased until it becomes unstable at $\alpha=1$. On the other hand, the rate of convergence decreases as $\alpha$ becomes negative and it is again unstable when $\alpha=-1$. These results suggest that negative values of $\alpha$ would not be used even though the algorithm is stable.

Figures 5 and 6 show several weight trajectories of $w_{2}(n)$ for various values of $\mu$ and $\alpha$, where $w_{1}(n)$ was also adapted. We show only the trajectories of $w_{2}(n)$ because we have found that $w_{1}(n) \approx-w_{2}(n)$ when we initialize them both to zero. In Fig. 5, observe that the weight trajectories are


Fig. 5. Trajectories of $w_{2}(n)$ with $\alpha=0$.


Fig. 6. Trajectories of $w_{2}(n)$ with $\mu=0.005$.
directly proportional to changes in the step size $\mu$, as predicted by the analysis in Section III and (31), and observe in Fig. 6 that they depend on $\alpha$ in a nonlinear way. (The weight value at iteration 1000 for each curve is shown to the right of the figures.) For a value of $\alpha=0.5, w_{2}(n)$ should be scaled up by a factor of 2 , and this result is verified by the simulation. On the other hand, the weights should be scaled down by a factor of 0.667 for $\alpha=-0.5$; this result is also verified in the simulation. A similar property is evident for $\alpha= \pm 0.3$, and we have observed the relationship predicted by (30) and (31) for other values of $\mu$ and $\alpha$.

## V. Conclusion

The stationary points and weight trajectories near convergence of a perceptron learning algorithm with momentum updating have been examined for a Caussian input vector. It was demonstrated that the stationary points are not unique, and that the behavior of the algorithm near convergence depends on the step size $\mu$ and the momentum factor $\alpha$, as well as the statistics of the underlying process $d(n)$. As $\mu$ is increased, the weight trajectories increase in direct proportion to changes in $\mu$. On the other hand, the algorithm convergence properties depend on $\alpha$ in a nonlinear way, and it is unstable for $|\alpha|=1$, as demonstrated by computer simulations.
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