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Abstract—In this paper, we are interested in phased-array imaging of an unknown area using narrowband RF signals and arrays synthesized by an unmanned vehicle. Typical phased array imaging approaches use fixed or pre-determined array configurations for imaging, which are not usually informative for the whole area. In this paper, we then propose an iterative adaptive imaging approach where we identify the uncertain regions in an initial image that need to be sensed better, find the optimal array location and orientation for such a sensing task and finally combine the new image with the initial image to obtain a better overall imaging quality. Such an approach is easily enabled by using robots to synthesize arrays. We validate our proposed approach with numerical simulations and show that an adaptive approach improves the imaging quality as compared to imaging with fixed arrays.

Index Terms—Near-field beamforming, Robotic arrays, Adaptive imaging.

I. INTRODUCTION

Robots and unmanned vehicles are now being used to assist humans in a variety of tasks. For instance, robots are now capable of performing tasks such as imaging an area, localization, enabling connectivity, and distributed sensing and beamforming [1]–[7]. More specifically, using robots for tasks such as imaging and localization with RF signals is of particular interest since they can utilize their mobility to image the objects present in any unknown area, even through walls. In this paper we are interested in imaging an unknown area with narrowband RF signals, utilizing the mobility of robots to synthesize antenna arrays.

Phased-array imaging using RF signals has been extensively explored in the literature. Solutions using MUSIC [8] and beamforming [9], [10] have been proposed for imaging point targets as well as extended targets. However, these solutions required using wideband signals, which might not always be available on small or off-the-shelf devices in order to equip unmanned vehicles with the necessary resources for imaging an area. Therefore, phased-array imaging with narrowband signals (e.g., WiFi, Bluetooth, ZigBee) is a problem of considerable interest, but challenging to solve [11]. Some of the challenges associated with narrowband imaging can be addressed by using methods that utilize arrays with different perspectives or views around an unknown area, in order to generate multiple images that can then be fused together for a better overall image [12]–[14]. However, such methods are not effective when imaging extended targets. Furthermore, all the proposed approaches collect measurements on fixed or pre-determined array configurations. In this paper we propose an adaptive approach, where we find the optimal array in order to image any particular region of interest in the area and thereby improve the overall imaging quality. Robots are particularly useful for such a setting, since they can easily position and synthesize arrays at any desired location around the area.

The rest of the paper is organized as follows. In Section II, we describe the general setup of the near-field imaging problem and the issues associated with a fixed-array approach to imaging with narrowband signals. In Section III, we discuss our proposed iterative approach for adaptive imaging of an unknown area. We then present numerical results in Section IV and conclude in Section V.

II. PROBLEM SETUP

Consider an unknown area \( \mathbf{D} \) that we are interested in imaging using narrowband RF signals. \( \mathbf{D} \) could contain various objects, whose locations and shapes are completely unknown. Two robots are deployed outside the area \( \mathbf{D} \), and they are tasked with imaging the area. One transmitting robot (Tx) transmits RF signals from a fixed position \( p_i \) and the other robot receives the corresponding scattered signals. We can utilize the mobility of the robots to synthesize antenna arrays as well as position the synthesized arrays at various locations around the area of interest. To synthesize an antenna array of length \( N \), the receiver (Rx) robot moves along a desired linear route to collect measurements of the received scattered signal magnitude and phase, at Rx positions \( q_r, r = 1, \ldots, N \). Then, the measured scattered field at the Rx positions can be used to image the area by using Near-field beamforming principles to focus on each point in the area [15]. More specifically, we can form the image \( I(x) \) at any location \( x \) in the area as

\[
I(x) = \left| \sum_{r=1}^{N} R(q_r) e^{j2\pi (\|x-p_i\|_2^2 + \|x-q_r\|_2)} \right|,
\]

where \( \| . \|_2 \) is the \( l_2 \)-norm of the argument, and \( R(q_r) \) is the received scattered signal at the Rx at position \( q_r \) normalized to have unit magnitude [16].

The response of the imaging system (the image formed by the array) when focusing on a point target in the area is called the Point Spread Function (PSF). When using narrowband signals for imaging, the corresponding PSF spreads out in different directions locally around the point of focus. Fig. 1 (a) shows an example PSF for imaging using an Rx array on the left side of the workspace, for a frequency of operation
5.18 GHz. This PSF spreading causes the value of $I(x)$ at $x$ to depend on the presence of $x$ within the PSFs at other locations which have an object. This gives rise to ghost objects in the image, which are pixels of relatively high intensity at locations in $I(x)$ which did not contain any objects.

Since different arrays with different locations and orientations result in vastly different PSFs for the same point of focus, multi-array image fusion is one of the techniques proposed in the literature to improve the image quality [12]–[14]. Images from different arrays will all contain peaks at the same point of focus but will have different spreading patterns, as shown in Fig. 1. Hence, simple multiplicative image fusion will peak at the target point and suppress the ghost regions [16]. However, multiplicative image fusion is suitable only for point targets. In the case of extended targets, multiplicative fusion will only image the illuminated part of the target, giving no information about the target size or shape. Instead, illuminating the area from multiple views/perspectives and using additive fusion captures the shape and/or size of the object, albeit not solving the previously mentioned ghost objects problem. In the next section, we then propose an adaptive approach that iteratively increases the imaging quality by sensing the ghost regions with an array that corresponds to the optimal PSF for that region.

III. ADAPTIVE IMAGING APPROACH

In this section, we describe our proposed iterative approach for adaptive imaging of an area by using a robot to synthesize an antenna array at a desired location and orientation. As discussed in the previous section, PSFs from different arrays have different shapes and spreading patterns. Hence, the image of a specific region in the workspace might be affected by the objects if imaged from one array, but not affected when imaged from another array with a different location and orientation. We propose to take advantage of this property and utilize the mobility of robots to synthesize different arrays that can then be used with the desired PSFs to image any particular region in the unknown area.

Fig. 2 shows an overall outline of our proposed adaptive imaging framework, which consists of three main components: (a) obtaining the initial image, (b) finding regions which contain objects and regions of uncertainty in the image, and (c) finding the optimal array which can sense and image the uncertain regions to decrease their uncertainty. We next describe each of these components in detail.

A. Initial Sensing and Imaging

We first obtain an initial image of the area by adding images from several arrays around the area, as described in Section II. This initial image can be obtained using any configuration of the arrays. In this paper, we propose to obtain the initial scattering data using four linear arrays of the Rx robot on the four sides of the workspace, with the Tx robot always located in front of the center of the corresponding receiver array. As discussed previously, the PSF at any point in the area has a spread around that point. Therefore, the PSFs corresponding to the object locations corrupt the image intensity value at pixels which are inside the spread of these PSFs. Consequently, the initial image is not usually completely informative of all the objects, and could have various ghost targets or uncertain regions (as we shall see in Sec. IV).

B. Finding an Uncertain Region

Given the initial image, we are next interested in finding the regions in the area that need to be sensed better, so that we have a better idea of the presence or absence of objects at every location in the unknown area D. More specifically, we are interested in segmenting the previously obtained initial image into regions that correspond to objects (with a high probability) and regions of uncertainty. Here, we define uncertain regions as those pixels whose intensity in the image is not high enough to certainly be an object, and is not low enough to declare the absence of an object.

Regions with high probability of object presence: We first threshold the previously obtained initial image to define regions that correspond to the presence of objects (with a high probability). We use the method described in [12] to calculate this threshold, denoted by $\gamma_0$. This method aims at maximizing the detection probability given a certain probability of false alarm. More specifically, if we denote the null hypothesis by $H_0$ (the event of no object at pixel $x$), then $\gamma_0$ is calculated such that the probability of false alarm at $x$ is maintained to a certain value $p_{FA}$. This can be calculated by generating multiple training scenarios with objects present at various locations in the area and observing the Probability Density Functions (PDF) of the intensities of pixels with no objects ($P(I(x) = y|H_0)$). We then use this threshold $\gamma_0$ in the initial image and detect the pixels corresponding to the presence of an object as those pixels with intensities above $\gamma_0$. We then form convex regions corresponding to these object pixels and label these regions as the objects in the area. More specifically, we fit circles with
the smallest radius that can enclose any group of co-located object pixels, and label these circles as the object regions. We use a binary mask $O(x)$ to denote the object regions, where $O(x) = 1$ if $x$ is inside any of the circles, and 0 otherwise.

**Region with highest uncertainty:** Next, we are interested in finding the most uncertain region in the remaining parts of the image. As described previously, an uncertain region is that which has an intensity that is not high enough to certainly correspond to an object, but is not low enough to correspond to the absence of an object. In order to detect such a region of high uncertainty in the image, we first calculate a mean uncertainty intensity $\gamma_u$ such that $\gamma_u = E[I(x) = y < \gamma_u | H_1]$, where $H_1$ is the event of an object being present at the pixel $x$, from the previously generated training scenarios. This captures the mid-range value of the intensities that can be confused for either the presence or absence of an object ($H_1$ or $H_0$). We then generate superpixels in the remaining part of the image (where the intensity is less than $\gamma_u$), which are perceptually meaningful atomic regions that are similar in intensity values [17]. We finally select the most uncertain region as the superpixel whose average intensity is closest to $\gamma_u$. We denote this region by a mask $U(x) = 1$ if the pixel $x$ is inside the highest uncertain superpixel, and 0 otherwise.

### C. Optimization Framework for Next Best Route

Given the uncertain region $U$ that we need to sense better, we are next interested in finding the optimal location and orientation of an array that would be able to reduce the uncertainty in $U$. The image obtained using such an array should ideally be such that the intensities of pixels in the uncertain region are not affected by other objects in the area. To this end, we examine the PSF of a linear array focusing on a point along the perpendicular bisector of the array, as shown in Fig. 1. We can see that the PSF is concentrated inside a cone whose width is $\frac{2S}{L}$, where $L$ is the array length and $S$ is the distance away from the array [18]. Furthermore, the PSF decays outside that cone. We also make the following observations:

- Ideally, if the uncertainty region $U$ falls inside that cone, and the object regions $O$ are far outside the cone, then the objects will not affect this array’s imaging quality for $U$.
- If the objects are closer to the array than the uncertain region $U$, then the scattered signal from these objects would overpower the scattered signals from any possible objects in the uncertain region under test. Hence, objects are preferred to be further away from the array than the uncertain region.

To mathematically characterize these preferences, we model the PSF using a PSF mask $P(x) \propto \frac{1}{D(x) \psi(x)}$, where $D(x)$ is the distance between the pixel $x$ and the center of the array, and $\psi(x)$ is the angle between the line connecting $x$ to the center of the array and the perpendicular bisector of the array. We are then interested in finding an optimal array, that maximizes the overlap of its PSF mask $P(x)$ with the region $U(x)$, while simultaneously minimizing its overlap with the object regions $O(x)$. Regarding the possible space of array locations and orientations, we consider arrays whose centers can be located at any angle $\theta$ on a circle of radius $R$ that encompasses the area $D$, and that can be oriented towards any direction $\phi$ with respect to the x-axis. It is evident that each possible PSF mask $P(x)$ is a function of $\theta$ and $\phi$. Therefore, the optimization problem that we are interested in solving can be posed as follows:

$$\{\theta^*, \phi^*\} = \arg\max_{\theta, \phi} \sum_x P_{\theta, \phi}(x)(U(x) - \alpha O(x))$$

subject to $0 \leq \theta < 2\pi$, $0 \leq \phi < \pi$, \hspace{1cm} (2)

where $\alpha$ is a regularization parameter that can be tuned to give more weight to either avoiding object regions or including the uncertain regions within the PSF mask. The solution for the optimization problem depends on the choice of $P_{\theta, \phi}$. However, since the optimization is over only two finite-space variables, we can exhaustively search over the entire space of the variables for any $P_{\theta, \phi}$, and find the $\theta^*$ and $\phi^*$ that correspond to the optimal array for sensing $U$.

We then set the robot to collect measurements along the new array and generate an image of the area $I_U(x)$ using Eq. 1 on only the new measurements. However, we obtained $I_U(x)$ using an array optimized for region $U$. Therefore, we combine $I_U(x)$ with the initial input image $I(x)$ as

$$I_{\text{final}}(x) = W_U(x)I_U(x) + (1 - W_U(x))I(x), \hspace{1cm} (3)$$

where $W_U(x) \in [0, 1]$ is any smooth mask that gives more weight to $I_U(x)$ inside the region $U$ and less weight outside. Finally, the combined image is again used as an initial image in the pipeline, in order to find the next most uncertain region in the image, and a corresponding optimal array. The stopping criteria for the iterations depend on the amount of resources available for sensing (e.g., time or motion energy constraints), since the quality of the image only improves with every iteration.\footnote{Note that every optimized array reduces the uncertainty in the image at each iteration, therefore additional iterations would not add any uncertainty.}

### IV. Numerical Results

In this section, we provide MATLAB simulation results for our proposed adaptive imaging approach using robotic arrays. In these simulations, the initial image is formed using arrays of length 1 m, and $\lambda/2$ antenna spacing, located 0.5 m away from each side of the workspace, with the Tx of each array located 10 cm in front of the array. We also use $p_{\text{FA}} = 0.01$ and $\alpha = \sum_x \frac{2U(x)}{O(x)}$. Fig. 3 shows the results of the proposed pipeline for the area with two square objects shown in Fig. 3 (a). The received scattered signals were calculated using the method in [19]. The individual images are then formed by the four arrays on all four sides of the area and additively fused together to generate the initial image shown in Fig. 3 (b). We can see that this plot captures the locations of the objects, as evident from the detected object regions $O$. However, it is still not completely informative about the area.
In this paper, we considered the problem of imaging an unknown area using narrowband signals and robotic arrays. We proposed an adaptive imaging approach that utilizes the mobility of the robots to take advantage of the diversity of images obtained from arrays with different perspectives. Our framework iteratively identifies object regions and uncertain regions in an input image of the area, and then optimally designs antenna arrays that produce a clear image of the uncertain regions. We have validated our framework through numerical simulations for multiple scenarios, and showed an enhancement of the quality of the images by suppressing the ghost objects and emphasizing the true objects.

V. CONCLUSIONS

Fig. 3. Imaging result for the two-object scenario. (a) shows the ground truth image, (b) shows the initial image obtained from additive fusion of arrays on four sides of the area, (c) shows location and orientation of the optimized array to image the uncertain region (yellow area) avoiding the object regions (blue areas), (d) shows the combined image that has lower intensity in the uncertain region, (e)-(h) are outputs of successive iterations in the algorithm, with each iteration reducing the uncertainty of the uncertain region of the image of the previous iteration. In all plots, black dot-dash lines represent the object region boundaries, while red dashed lines denote the uncertain region boundary.

Fig. 4. Imaging result for the three-object scenario. (a) shows the initial image and (b) shows the final image obtained after 4 iterations using our proposed approach. We can see that while the initial image had ghost objects, the final image suppresses the ghost objects and captures the true objects. The black dashed lines depict the ground-truth objects.
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