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Abstract—We ask if it is possible to positively influence social behavior with no risk of unintentionally incentivizing pathological behavior. In network routing problems, if network traffic is composed of many individual agents, it is known that self-interested behavior among the agents can lead to suboptimal network congestion. We study situations in which a system planner charges monetary tolls for the use of network links in an effort to incentivize efficient routing choices by the users, but in which the users’ sensitivity to tolls is heterogeneous and unknown. We seek locally-computed tolls that are guaranteed not to incentivize worse network routing than in the un-influenced case. Our main result is to show that if networks are sufficiently complex and populations sufficiently diverse, perverse incentives cannot be systematically avoided: any taxation mechanism that improves outcomes on one network must necessarily degrade them on another. Nonetheless, for the simple class of symmetric parallel networks, non-pervasive taxes do exist; we fully characterize all such taxation mechanisms, showing that they are a generalized version of traditional marginal-cost tolls.

I. INTRODUCTION

Modern computational and infrastructure systems are becoming increasingly interconnected with the social systems that they serve. Accordingly, engineers must be aware of the ways in which social behavior affects the performance of engineered systems; this has spurred recent research on influencing social behavior to achieve engineering objectives [4]–[6]. Examples of problems in this context include ridesharing systems [7], transportation networks [8], and power grids [9].

In this paper, we study a popular model of traffic congestion known as “non-atomic congestion games,” in which traffic needs to be routed across a network from a source node to a destination node in a way that minimizes the average delay experienced by the traffic. If a central authority can control the traffic explicitly, it is typically straightforward to compute the optimal assignment of traffic; unfortunately, if the mass of traffic is composed of individual decision-makers, the aggregate network flows that emerge from individual self-interested decision-making may be far from optimal. This inefficiency due to self-interested decisions is termed the price of anarchy, formally defined as the ratio between the total congestion of a selfishly-routed flow and that of an optimal flow, taken in worst case over a class of games [10]. It is known that even on two-link parallel networks with convex latency functions, the price of anarchy is unbounded – that is, selfish flows can be arbitrarily inefficient [11]. Accordingly, much research has focused on methods of influencing the routing choices made by individual users as a means to improve the price of anarchy; one promising set of methodologies involves charging specially designed tolls to users of network links in an effort to incentivize more-efficient network flows [12], [13]. In [14], [15] it is shown that if a special type of tolling function called a marginal-cost toll is levied on each network link, that this incentivizes optimal network routing – provided that all network users trade off time and money equally. An attractive feature of marginal-cost tolls is that they can be computed locally on each network link: a link’s toll depends only on that link’s congestion characteristics and traffic flow. Thus, the optimality guaranteed by these tolls is intrinsically robust to variations or mischaracterizations of network structure. This local-computation property is known as network agnosticism; in essence, marginal-cost tolling functions only “know” their own edge – they are agnostic to global network specifications [4]. The optimality guarantees coupled with the network agnosticity of marginal-cost tolls suggest the appealing possibility that a system operator could design link prices to incentivize efficient routing without needing to know the overall structure of the network.

Unfortunately, it has recently been shown that if the user population is diverse in price-sensitivity, the optimality guarantees of marginal-cost tolls vanish [8]. That is, if some users value their time more than others, networks exist on which the routing incentivized by marginal-cost tolls has higher congestion than un-influenced routing. Furthermore, if the prices are constrained to be fixed (i.e., constant functions of flow rate), every network agnostic taxation mechanism can create perverse incentives on some parallel network – even for a homogeneous user population. Whether flow-varying taxation functions suffer from the same ubiquitous perversity has remained an open question.

To study this phenomenon rigorously, we formulate a new robustness metric that we term the perversity index. We define the perversity index of a taxation mechanism as the ratio between the total congestion it incentivizes and the un-influenced congestion, taken in worst case over user populations and networks. That is, if a taxation mechanism has a perversity index strictly greater than 1, this indicates that networks exist on which this mechanism degrades the quality of selfish flows, rather than improves them. When this is the case, we we say that a taxation mechanism is perverse.

We ask the following questions:
1) Do there exist network-agnostic taxation mechanisms which can improve worst-case congestion on the class of all networks while avoiding causing congestion degradations on each network instance?
2) What are the common characteristics of taxation mechanisms which systematically avoid perverse incentives?
In this paper, we first show definitively in Theorem 1 that if networks are sufficiently complex and the user population is sufficiently diverse, every network-agnostic taxation mechanism that improves outcomes on some networks must degrade outcomes on others. That is, every network-agnostic taxation mechanism is either trivial or perverse. Let \( \text{PoA}(G, T) \) and \( \text{PI}(G, T) \) denote the price of anarchy and perversity index (respectively) of class of routing problems \( G \) under the influence of network-agnostic taxation mechanism \( T \), and let \( \text{PoA}(G, \emptyset) \) denote the price of anarchy of uninfuenced problems (these notations are formally defined later in Section II-B). For sufficiently-rich \( G \), Theorem 1 states that

\[
\text{PoA}(G, T) < \text{PoA}(G, \emptyset) \implies \text{PI}(G, T) > 1. \tag{1}
\]

Since Theorem 1 rules out the possibility of a non-pervoese mechanism for general routing problems, we next turn to a study of the relationship between PoA and PI on smaller classes of routing problems. We consider the case of heterogeneous populations on the class of parallel-path networks. Here, we fully characterize the set of all network-agnostic taxation mechanisms having a perversity index of 1, and show that they are all a simple variant of classical marginal-cost tolls. Among this class of tolls, we also derive those which minimize the price of anarchy, and show that these are equivalent to marginal-cost tolls which are "tuned" to the most-sensitive users in the population.

Finally, considering the simplified case of homogeneous populations on general networks, we show in Theorem 5 that tolls which optimize the price of anarchy are in some sense maximally perverse. That is, these tolls render the price of anarchy equal to the perversity index, meaning that under the influence of these optimal tolls, the problem instances on which worst-case routing outcomes occur would experience lower congestion without tolls. We point out that a consequence of this is a simple procedure for minimizing the price of anarchy subject to an upper bound on perversity.

II. Model and Related Work

A. Routing Game

Consider a network routing problem for a network \((V, E)\) comprised of vertex set \( V \) and edge set \( E \). We call a source/destination vertex pair \((s^c, t^c) \in (V \times V)\) a commodity, and the set of all such commodities \( C \). For each commodity \( c \in C \), there is a mass of traffic \( r^c > 0 \) that needs to be routed from \( s^c \) to \( t^c \). We write \( P^c \subset 2^E \) to denote the set of all commodity paths \( p \in P^c \) consists of a set of edges connecting \( s^c \) to \( t^c \). Let \( P = \bigcup \{ P^c \} \). A network is called symmetric if there is exactly one commodity: \( C = \{ c \} \); i.e., all traffic routes from a common source \( s \) to a common destination \( t \) using a common path set \( P \). A network is called a parallel network if all commodities share a single source-destination pair and all paths are disjoint; i.e., for all paths \( p, p' \in P \), \( p \cap p' = \emptyset \). Note that a parallel network need not be symmetric; although all traffic must share a common source and destination, the various commodities' path sets \( P^c \) may still differ.

We write \( f^c_p \geq 0 \) to denote the mass of traffic from commodity \( c \) using path \( p \), and \( f_p = \sum_{c \in C} f^c_p \). A feasible flow \( f \in \mathbb{R}^{|P|} \) is an assignment of traffic to various paths such that for each \( c \), \( \sum_{p \in P^c} f^c_p = r^c \) and \( \sum_{p \in P} f^c_p = r \).

Given a flow \( f \), the flow on edge \( e \) is given by \( f_e = \sum_{p \in P^e} f_p \). To characterize transit delay as a function of traffic flow, each edge \( e \in E \) is associated with a specific latency function \( \ell_e : [0, r^c] \to [0, \infty) \), \( \ell_e(f_e) \) denotes the delay experienced by users of edge \( e \) when the edge flow is \( f_e \). We adopt the standard assumptions that each latency function is nondecreasing, convex, and continuously differentiable. We measure the cost of a flow \( f \) by the total latency, given by

\[
\mathcal{L}(f) = \sum_{e \in E} f_e \cdot \ell_e(f_e) = \sum_{p \in P} f_p \cdot \ell_p(f), \tag{2}
\]

where \( \ell_p(f) = \sum_{e \in P^p} \ell_e(f_e) \) denotes the latency on path \( p \). We denote the flow that minimizes the total latency by

\[
f^* = \arg \min_f \mathcal{L}(f). \tag{3}
\]

A routing problem is given by \( G = (V, E, C, \{ \ell_c \}) \). We denote classes of routing problems with the calligraphic \( G \).

To study the effect of taxes on self-interested behavior, we model the above routing problem as a non-atomic congestion game. We assign each edge \( e \in E \) a flow-dependent taxation function \( \tau_e : \mathbb{R}^+ \to \mathbb{R} \). We characterize the taxation sensitivities of the users in commodity \( c \) with a monotone, nondecreasing function \( s^c : [0, r^c] \to [S_L, S_U] \), where each user \( x \in [0, r^c] \) has a taxation sensitivity \( s^c_x \in [S_L, S_U] \subseteq \mathbb{R}^+ \), where \( S_L \geq 0 \) and \( S_U \leq +\infty \) are lower and upper sensitivity bounds, respectively. To avoid trivialities, we assume that in each \( c \), zero measure of traffic has sensitivity exactly equal to 0, or that for all \( c \), \( S^c_0 > 0 \). If all users have the same sensitivity (i.e., \( S^c_x = S^c_y \) for all \( c, c' \in C \) and all \( x \in [0, r^c] \) and \( y \in [0, r^c] \)), the population is said to be homogeneous; otherwise it is heterogeneous.

Given a flow \( f \), the cost that user \( x \in [0, r^c] \) experiences for using path \( p \in P^c \) is of the form

\[
J^c_x(p; f) = \sum_{e \in P^c} \left[ \ell_e(f_e) + s^c_x \tau_e(f_e) \right]. \tag{4}
\]

Thus, for each user \( x \in [0, r^c] \), the sensitivity \( s^c_x \) can be viewed as a constant gain on the toll; a user’s experienced cost is then the sum of the latency and sensitivity-weighted toll. Note that sensitivity can be interpreted as the reciprocal of an agent’s value-of-time. We assume that each user selects the lowest-cost path from the available source-destination paths. We call a flow \( f \) a Nash flow if all users are individually using minimum-cost paths given the choices of other users. That is, for all commodities \( c \in C \), every user \( x \in [0, r^c] \) using path \( p \) in \( f \) experiences a cost satisfying

\[
J^c_x(p; f) = \min_{p' \in P^c} J^c_x(p'; f). \tag{5}
\]

It is well-known that a Nash flow exists for any non-atomic congestion game of the above form [17].

In our analysis, we assume that each sensitivity distribution function \( s^c \) is unknown to the pricing authority; for a given routing problem \( G \) and \( S_U \geq S_L \geq 0 \) we define the set of possible sensitivity distributions as the set of monotone,
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nondecreasing functions $S_G = \{ s^c : [0, r^c] \to [S_L, S_U] \}_{c \in C}$. We write $s \in S_G$ to denote a specific collection of sensitivity distributions, which we term a population.

B. Taxation Mechanisms and Performance Metrics

To study the importance of knowing network structure on the effectiveness of resulting taxation mechanisms, we consider network-agnostic taxation mechanisms as in [8]. Here, each edge’s taxation function is computed using only locally-available information. That is, $\tau_e(f_e)$ depends only on $\ell_e$, not on edge $e$’s location in the network, the network topology, the overall traffic rate, or the properties of any other edge. A network-agnostic taxation mechanism $T$ is thus a mapping from latency functions to taxation functions, and the taxation function associated with latency function $\ell_e$ is given by

$$\tau_e(\cdot) = T(\ell_e).$$

(6)

To evaluate the performance of taxation mechanisms, we write $L^G(G, s, T)$ to denote the total latency of a Nash flow for routing problem $G$ and population $s$ induced by taxation mechanism $T$. Let $L^*(G)$ denote the total latency of the optimal flow on $G$. The price of anarchy compares the Nash flows induced by taxes with the optimal flows in worst case over routing problems and populations. Formally, the price of anarchy of a class of games $G$ under the influence of taxes $T$ is defined as

$$\text{PoA}(G, T) \triangleq \sup_{G \in \mathcal{G}} \sup_{s \in S_G} \frac{L^G(G, s, T)}{L^*(G)}.$$  

(7)

In this paper, we pose a somewhat different question: rather than measuring how far the influenced flows are from optimal, it may be desirable to measure how much the taxes help (or hurt) with respect to the un-influenced flows. Here, we may define a similar metric to that in (7), but with the un-influenced total latency $L^G(G, \emptyset)$ in the denominator. We call such a metric the index of perversity of taxation mechanism $T$, defined as

$$\text{PI}(G, T) \triangleq \sup_{G \in \mathcal{G}} \sup_{s \in S_G} \frac{L^G(G, s, T)}{L^G(G, \emptyset)}.$$  

(8)

Here, if $T$ has a large index of perversity, this means that on some networks, it incentivizes flows that are considerably worse than the un-influenced flows; in other words, it can create perverse incentives. If a taxation mechanism has a perversity index of 1, we say that it is non-perverse; otherwise, it is perverse.

Note that it is always true that $\text{PI}(G, T) \leq \text{PoA}(G, T)$; this is because on any $G$, $L^G(G, \emptyset) \geq L^*(G)$. Finally, when these metrics are evaluated only over homogeneous populations (as opposed to heterogeneous), we write them as $\text{PoA}^\text{hm}(G, T)$ and $\text{PI}^\text{hm}(G, T)$, respectively.

C. Related Work

The following is a brief survey of relevant work on the robustness and perversity of taxation mechanisms in congestion games. Much work focuses on network-dependent taxation mechanisms, in which each edge toll is a function of the entire routing problem. Network dependency allows taxation mechanisms to incentivize precisely-targeted network flows. One example of this is fixed tolls, which for any $e \in G$, $\tau_e(f_e) = q_e$ for some $q_e \geq 0$. If network structure, traffic-rate, and user sensitivity specifications are known precisely, it is possible to compute fixed tolls which induce optimal Nash flows on any network [12], [13]. However, if any of these pieces of information are unknown, no fixed tolls exist which guarantee optimal routing [8]. Network-dependent tolls have been studied subject to many restrictions: bounded, budget-balanced, and dynamic schemes have been proposed [18]–[21]. However, the robustness of most of these schemes to variations of user sensitivity has not been investigated explicitly, and the perversity index in these contexts is generally unknown.

The classical example of a network-agnostic taxation mechanism is that of the marginal-cost or Pigovian taxation mechanism $T^{mc}$. For any edge $e$ with latency function $\ell_e$, the accompanying marginal-cost toll is

$$\tau^{mc}_e(f_e) = f_e \cdot \ell'_e(f_e), \quad \forall f_e \geq 0,$$  

(9)

where $\ell'$ represents the flow derivative of $\ell$. It has long been known that for any $G$, it is true that $L^*(G) = L^G(G, s, T^{mc})$, provided that all users have a sensitivity equal to 1 [14]. That is, for unit-sensitivity homogeneous users, we have that

$$\text{PI}(G, T^{mc}) = \text{PoA}(G, T^{mc}) = 1.$$  

Recent research has identified several new network-agnostic taxation mechanisms, which are all in some sense generalizations of $T^{mc}$: in restricted settings, scaled marginal-cost tolls can be non-perverse [22]; furthermore, there exists a universal taxation mechanism based on $T^{mc}$ which optimizes routing using large tolls [4]. Dynamic network-agnostic tolls converging to $T^{mc}$ are studied in [23]. In the present paper, Theorem 2 shows that this persistent connection to $T^{mc}$ is no accident; in a sense, the only interesting network-agnostic taxation mechanisms are generalizations of $T^{mc}$.

Our work here is also tightly connected with the broader theme of “biased” congestion games [24], where players misinterpret edge cost functions in some systematic way. Several works have investigated the price of anarchy under various payoff biases such as altruism [16] and pessimism [24]. Analogous to our definition of the perversity index, the authors of [25], [26] study the “price of risk aversion,” which measures how society’s risk preferences affect aggregate congestion as compared to ordinary Nash flows. Similarly, [27], [28] study the “deviation ratio,” which measures essentially the same quantity for arbitrary cost function biases.

III. OUR CONTRIBUTIONS

Our first question is this: do there exist network-agnostic taxation mechanisms which have a perversity index of 1? Example 1 shows that at least the marginal-cost taxation mechanism (9) has a perversity index strictly greater than 1; subsequently, Theorem 1 shows that this is true for any network-agnostic taxation mechanism.

Example 1. Consider the network depicted in Figure 1, consisting of the well-known Braess’s Paradox network [29] in parallel with a single constant-latency edge. Let marginal-cost tolls be charged on the network according to (9); that
is, edges $e_1$ and $e_4$ are each charged a flow-varying toll of $\tau_e(f_e) = f_e$. If the user population has 2 units of traffic and a homogeneous toll sensitivity of $s \in [0, 1]$, the unique Nash flow on this network is the one labeled “No Tolls” in Figure 1, since all agents are experiencing a cost of $2 + s$; deviating to the zig-zag path or to $e_6$ would yield a larger cost of $2 + 2s$ or $3$, respectively. Since there are 2 units of traffic experiencing a delay of 2 each, the total latency is $4$.

Now consider a heterogeneous population in which 1 unit of traffic has a sensitivity of $s_1 = 0$ (the orange traffic in Figure 1), and 1 unit of traffic has a sensitivity of $s_2 = 1$. In this case, a new Nash flow emerges: one in which all the insensitive traffic uses the constant-latency path, and all the sensitive traffic uses the constant-latency link, labeled “Marginal-cost Tolls” in Figure 1. In this flow, any agent on the zig-zag path has a delay of 2, but any agent on the constant-latency path has a delay of 3, for a total latency of $2 + 3 = 5$, which is considerably greater than the un-tolled total latency of 4.

Note here that we have $s_1 = 0$ for ease of exposition, but similar results can be obtained for any small positive value for $s_1$, as we show explicitly in the proof of Theorem 1.

A. Perverse incentives are unavoidable if networks are sufficiently complex

Our first theorem shows that the pathology shown in Example 1 is not merely a vestige of the particular form of marginal-cost tolls; indeed, all network-agnostic taxation mechanisms can create perverse incentives if the class of networks is rich enough.

**Theorem 1.** Let $\mathcal{G}$ denote the class of all routing problems, and let $S_U > S_L = 0$. If a network-agnostic taxation mechanism improves the price of anarchy, then it creates perverse incentives. That is,

$$\text{PoA}(\mathcal{G},T) < \text{PoA}(\mathcal{G},\emptyset) \implies \text{PI}(\mathcal{G},T) > 1. \quad (10)$$

A cornerstone of the proof of Theorem 1 is the following lemma, which gives a set of necessary conditions for a network-agnostic taxation mechanism to be non-perverse. The key insight from Lemma 1.1 is that the only candidate for a non-perverse mechanism is a generalized form of marginal-cost tolls.

**Lemma 1.1.** Let $\mathcal{G}$ denote the class of all routing problems. If network-agnostic taxation mechanism $T$ has $\text{PI}(\mathcal{G},T) = 1$, then for every edge $e$, it assigns taxation functions satisfying

$$\tau_e(f_e) = \kappa_1 f_e + \kappa_2 f_e'^e(f_e), \quad (11)$$

where $\kappa_1 > -1/S_U$, $\kappa_2 \geq 0$, and $\kappa_2 \leq \kappa_1 + 1/S_U$.

The proof of Lemma 1.1 appears in the Appendix. The space of network-agnostic taxation mechanisms is quite large, but Lemma 1.1 dramatically reduces the search, allowing us to search over just two parameters, $\kappa_1$ and $\kappa_2$.

**Proof of Theorem 1:**

Lemma 1.1 rules out all taxation mechanisms other than those satisfying (11), so suppose we are given a taxation mechanism assigning taxes of $\tau_e(f_e) = \kappa_1 f_e + \kappa_2 f_e'^e(f_e)$, where $\kappa_1 > -1/S_U$ and $\kappa_2 \leq \kappa_1 + 1/S_U$.

First, if $\kappa_2 = 0$, this taxation mechanism assigns taxes of $\tau_e(f_e) = \kappa_1 f_e$ to each edge. When $\kappa_1 > -1/S_U$, the edge cost functions induced are simply equal to scaled latency functions, meaning that the taxes induce only the uninfluenced Nash flows. That is, these taxes are trivial: $\kappa_2 = 0$ yields $\mathcal{L}^n(G,s,T(\kappa_1,0)) = \mathcal{L}^n(G,\emptyset)$ for every network $G$ and population $s$.

For the remainder of the proof, let $\kappa_2 > 0$. Our task is to create a user population $s$ (that is, a distribution of tax sensitivities) and a network $G$ such that $\mathcal{L}^n(G,s,T(\kappa_1,\kappa_2)) > \mathcal{L}^n(G,\emptyset)$. We will do this with a population having two sensitivity values $s_2 > s_1 > 0$ and a network resembling that in Figure 1. Construct the population as follows: let a unit mass of users have sensitivity $s_1$ (which we will specify momentarily) and a unit mass have $s_2 = S_U$, for a total of 2 units of traffic. Define $\gamma_2 \triangleq \frac{s_2 - s_1}{2}$, and choose $s_1$ so that $\gamma_1 \triangleq \frac{s_1 s_2}{1 + s_1 s_2} \in (0,1]$, and then agent with sensitivity $s_i \in \{s_1, s_2\}$ experiences an effective cost function on edge $e$ of

$$J_e(f_e) = \ell_e(f_e) + \gamma_1 f_e'^e(f_e). \quad (12)$$

1 As discussed in the proof of Theorem 1, this result actually applies to two much simpler classes of networks: the class of symmetric (not necessarily parallel) networks, and the class of parallel (not necessarily symmetric) networks. In other words, networks need not be overly complex to exhibit perverse incentives.

2 Note that $S_L = 0$ is being used in conjunction with the assumption that all traffic has positive sensitivity. The proof of Theorem 1 is completed with all traffic having a strictly positive sensitivity $s_1$, $S_L = 0$ simply ensures that the traffic’s sensitivity is not bounded away from zero.
Now, let $G$ be the network depicted in Figure 1; let the latency functions on edges $e_2$ and $e_3$ be $\ell_{e_2}(f_{e_2}) = \ell_{e_3}(f_{e_3}) = 1 + \gamma_2/8$ and let the latency function on edge $e_6$ be $\ell_{e_6}(f_{e_6}) = 2 + \gamma_2$. Enumerate the paths as follows: denote the "zig-zag" path $p_1 = \{e_1, e_5, e_4\}$, the remaining two paths in the upper sub-network $p_2 = \{e_1, e_3\}$ and $p_3 = \{e_2, e_4\}$, and the isolated constant-latency path $p_4 = \{e_6\}$; and denote the path flow of $p_i$ by $f_i$. We will refer to paths $p_1, p_2,$ and $p_3$ in the upper subnetwork as the "Braess subnetwork."

On this network, the flow (depicted on the left in Figure 1) $f_{\text{perverse}} \triangleq (1, 0, 0, 1)$ is a Nash flow for this population, with total latency $L^nf(G, s, T) = 4 + \gamma_2$. However, it can be verified that if tolls are removed, the unique Nash flow is $f^nf \triangleq (\gamma_2/4, 1 - \gamma_2/8, 1 - \gamma_2/8, 0)$, which has a total latency of $L^nf(G, \emptyset) = 4 + \gamma_2/2$, or

$$L^nf(G, s, T) > L^nf(G, \emptyset)$$

and the considered tolls are perverse.  

\section*{B. Symmetric parallel networks prevent perverse incentives}

Theorem 1 and its proof show that it does not take much complexity to render a network-agnostic taxation mechanism perverse. Does this mean that it is never possible to achieve a perversity index of 1 on any class of networks? Fortunately, the answer is no – and our Theorem 2 shows that on symmetric parallel networks, the necessary condition from Lemma 1.1 is also sufficient to achieve a perversity index of 1. Thus, Theorem 2 gives a full characterization of non-pervasive taxation mechanisms for symmetric parallel networks.

\textbf{Theorem 2.} Let $G^{sp}$ denote the class of routing problems with symmetric parallel networks. For any $S_U \geq S_L \geq 0$, a network-agnostic taxation mechanism $T$ has unity perversity index on $G^{sp}$

$$\piI(G^{sp}, T) = 1$$

if and only if $T = T(\kappa_1, \kappa_2)$, assigning the tolling functions

$$\tau_e(f_e) = \kappa_1 \ell_e(f_e) + \kappa_2 f_e \ell_2(f_e),$$

with $\kappa_1 > -1/S_U$, $\kappa_2 \geq 0$, and $\kappa_2 \leq \kappa_1 + 1/S_U$.

Note that if $\kappa_1 = 0$, then for any $\kappa_2 \geq 0$, the above corresponds to simple scaled marginal-cost tolls. In this case, the coefficient constraints reduce to $\kappa_2 \in [0, 1/S_U]$; that is, Theorem 2 states that scaled marginal-cost taxes have a perversity of 1 if and only if they are scaled conservatively, i.e., they are no larger than would be required to induce optimal flows for a homogeneous population of high sensitivity $S_U$.

\section*{C. The price of anarchy of non-pervasive tolls}

Having shown that symmetric parallel networks do admit non-pervasive taxation mechanisms, we now ask how effective those mechanisms are in reducing worst-case congestion. Simply because taxes have a perversity index of 1 does not immediately imply that their associated PoA is small; nonetheless, we show that generalized marginal-cost tolls can provide modest reductions of worst-case congestion.

\textbf{Theorem 3.} Let $G^{dp}_{d^*}$ denote the class of all symmetric parallel networks with polynomial latency functions of degree at most $d \geq 1$. For any $S_U \geq S_L \geq 0$, levy the generalized marginal-cost taxation mechanism $T(\kappa_1, \kappa_2)$ as defined in (15) with coefficients $\kappa_1 \geq -1/S_U$, $\kappa_2 \geq 0$, and $\kappa_2 \leq \kappa_1 + 1/S_U$. Let $\beta_{\kappa_1, \kappa_2} \triangleq \frac{\kappa_2 S_U}{1+\kappa_1 S_U} \in [0, 1]$. Then the price of anarchy associated with these tolls is

$$\text{PoA}(G^{dp}_{d^*}, T(\kappa_1, \kappa_2)) = \frac{1}{1 + d\beta_{\kappa_1, \kappa_2} - d \left(1 + d\beta_{\kappa_1, \kappa_2} \right)} \frac{d+1}{d+2}.$$  

(16)

We provide a new proof of Theorem 3 in the Appendix that relies on our arguments for Theorem 2, but note that it is also a consequence of [16, Theorem 7.1], which gives the price of anarchy associated with heterogeneous, partially-altruistic populations. Though the two proofs are substantially different, they share the high-level idea that on symmetric parallel networks, increasing the fraction of players that are merely delay-averse always leads to worse congestion. This implies (in our model) that the price of anarchy is realized by a homogeneous population with sensitivity equal to $S_L$, and the expression in (16) due to [24] applies immediately.

Furthermore, this yields the following simple characterization of the PoA-minimizing coefficients $\kappa_1$ and $\kappa_2$. Before stating the result, we point out that worst-case performance guarantees provided by a taxation mechanism can often be improved by increasing all edge tolls appropriately (see detailed discussion in [4]). In order to make meaningful statements about congestion-minimizing tolls, it is useful to parameterize tolls by a stylized upper-bound; the parameter $M > 0$ plays this role in the following result. Thus, Corollary 4 solves the following optimization problem:

$$(\kappa_1^*, \kappa_2^*) \in \arg \inf_{\kappa_1, \kappa_2 \leq M} \text{PoA}(G^{dp}_{d^*}, T(\kappa_1, \kappa_2)) .$$

(17)

\textbf{Corollary 4.} For any $d \geq 1$ and taxation coefficient upper bound $M$, the price of anarchy in (17) due to bounded generalized marginal-cost taxes is minimized by setting $\kappa_2^* = M$ and $\kappa_1^* = M - 1/S_U$. If $S_U = +\infty$, then this simplifies to $\kappa_1^* = \kappa_2^* = M$.

\textbf{Proof.} The PoA expression in (16) is decreasing in $\beta_{\kappa_1, \kappa_2}$, which for any $S_L, S_U$ and fixed $M$ is maximized by saturating the bounds $\kappa_1 \geq \kappa_2 - 1/S_U$ and $\kappa_2 \leq M$.

The price of anarchy due to tolls as in Corollary 4 is plotted for several values of $d$ in Figure 2. Note that even when $d$ is unbounded (the dotted red curve in Figure 2), the price of anarchy is bounded whenever $S_U/S_L > 0$.

In the special case of $S_U = +\infty$ (that is, no upper bound on sensitivity is known), the PoA-minimizing coefficients in Corollary 4 reduce to $\kappa_1 = \kappa_2 = M$. Note that this is identically the universal taxation mechanism from [4], which was developed to serve an entirely different purpose of optimizing the price of anarchy in the large-$M$ limit.

\section*{IV. Optimality maximizes perversity}

In this section we initiate a study on the tradeoff between optimizing for the perversity index and optimizing for the PoA,
Fig. 2. The optimal price of anarchy achievable using non-perverse network-agnostic tolls, where \(d\) indicates the largest degree of polynomial allowed in the considered latency functions. These values are plotted using the machinery of Theorem 3. The PoA is plotted with respect to \(S_L/S_U\), which can serve as a proxy for the variance of the price sensitivities in the user population. On the far left, the price of anarchy resolves to the un-tolled value; on the right, the price of anarchy is 1. Our result continuously bridges the space in between.

and show that the choice of coefficients for \(T(\kappa_1, \kappa_2)\) which minimize the price of anarchy for homogeneous populations on general networks necessarily has a perversity index equal to the price of anarchy. That is, minimizing the price of anarchy leads to maximizing the perversity index.

**Theorem 5.** Let \(\mathcal{G}_d\) denote the class of all networks with polynomial latency functions of degree at most \(d \geq 1\). For homogeneous populations, for any \(0 \leq S_L < S_U\) and taxation coefficient upper bound \(M\), the PoA-minimizing toll scalars \((\kappa_1^*, \kappa_2^*) \triangleq \inf_{\kappa_1, \kappa_2 \leq M} \text{PoA}^{\text{hm}}(\mathcal{G}_d, T(\kappa_1, \kappa_2))\) satisfy the following:

\[
\text{PoA}^{\text{hm}}(\mathcal{G}_d, T(\kappa_1, \kappa_2^*)) = \Pi^{\text{hm}}(\mathcal{G}_d, T(\kappa_1^*, \kappa_2^*)) > 1. \quad (19)
\]

That is, the tolls which minimize the price of anarchy render the perversity index exactly equal to the price of anarchy – which necessarily must be greater than 1 (see [4]). The proof of Theorem 5 appears in the Appendix.

V. CONCLUSION

This paper represents an initial step towards understanding the possible negative consequences of influencing social behavior in network routing situations. When information is limited, the risk of unintended consequences increases – and planning authorities would do well to understand those risks.

Future work will focus on understanding the design implications of these results: since uncertainty is potentially costly, what pieces of information would garner the highest reward in terms of reducing the risk of unintended consequences?
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Proof of Lemma 1.1: We shall exhibit example networks on which various tolls are perverse, thus eliminating all but tolls of the form in (15). First, consider the network in Figure 3(a).

This network has two paths in parallel; the first path is a pair of edges in series with arbitrary latency functions \( \ell_1 \) and \( \ell_2 \), the second path consists of a single edge with latency function \( \ell_3 \) satisfying \( \ell_1 + \ell_2 = \ell_3 \). For any such network, any nominal Nash flow \( f^{\text{nt}} \) is optimal; thus, a non-perverse taxation mechanism \( T \) would need to incentivize a flow \( f^{T} \) that satisfies \( f^{T} = f^{\text{nt}} = f^{\text{opt}} = (r/2, r/2) \) by charging tolls satisfying \( \tau_1(r/2) + \tau_3(r/2) = \tau_3(r/2) \). That is, \( T \) is additive: if \( \ell_1 + \ell_2 = \ell_3 \), it is true that \( T(\ell_1) + T(\ell_2) = T(\ell_1 + \ell_2) \).

Note that this also implies that \( T(0) = 0 \), since any latency function \( \ell_1 \) can be written as \( \ell_1 + 0 \).

Next we show that \( T(\ell) \) is constant when \( \ell \) is constant. Consider again the network in Figure 3(a) when \( \ell_1(f_1) = 0, \ell_2(f_2) = b_2, \) and \( \ell_3(f_3) = b_3 \). It is clear that if \( b_2 < b_3 \), the unique Nash flow routes all traffic on the upper path, and this flow is also optimal. Writing \( T(\ell_2(\cdot)) \) as the tolling function assigned to \( \ell_2(f_2) = b_2 \) by \( T \), it follows that for all \( f, T(b_2)(f) < T(b_3)(0) \). If this were not the case, there would exist perverse Nash flows for large \( r \) which route a positive mass of traffic on the lower path. Since this must hold for all \( b_2 \) and \( b_3 \), it implies that for all \( b, T(b)(\cdot) \) is a nonincreasing function of flow. By an opposite argument, it is for all \( f, T(\ell_2)(0) < T(\ell_3)(f) \), implying that \( T(b)(\cdot) \) must be a nondecreasing (and thus constant) function of flow. Because \( T \) is simply a mapping from \( \mathbb{R} \) to \( \mathbb{R} \) for constant functions, its additivity implies linearity: \( T(b) = \kappa_1 b \). Finally, for \( b_2 < b_3 \), it must always be true for any possible agent sensitivities \( s \in [S_L, S_U] \) that \( (1 + \kappa_1 s) b_2 < (1 + \kappa_1 s) b_3 \) or that \( \kappa_1 > -1/S_U \).

Next, we show that degree-d monomial latency functions must be assigned degree-d tolling functions. The network in Figure 3(b) has two edges in parallel with latency functions \( \ell_3(f_3) = \alpha(f_3)^d \) and \( \ell_2(f_2) = \lambda(f_2)^d \), where \( \alpha > 0, \lambda > 0, \) and \( d \geq 1 \). For any such network, the unique un-influenced Nash flow is optimal; thus, a non-perverse \( T \) would need to induce a flow \( f^{T} \) that satisfies \( f^{T} = f^{\text{nt}} = f^{\text{opt}} \). It can be shown that for any \( r > 0 \), this flow is:

\[
 f^{T}_1 = \frac{(\lambda a)^{1/d}}{(\alpha)^{1/d} + (\lambda a)^{1/d}}, \quad f^{T}_2 = \frac{(\alpha)^{1/d}}{(\alpha)^{1/d} + (\lambda a)^{1/d}}.
\]

Since \( f^{T} \) is a nominal Nash flow, \( \ell_1(f^{T}_1) = \ell_2(f^{T}_2) \); and \( f^{T} = f^{T} \) implies that \( \tau_1(\ell_1^{T}) = \tau_2(\ell_2^{T}) \). In the following, let \( r = (\alpha)^{1/d} + (\lambda a)^{1/d}, \) so for all \( \alpha, \lambda, \) \( \tau_1(\ell_1^{T}) = \tau_2(\ell_2^{T}) \).

First let \( \beta = 2 \), so that \( \ell_2(f_2) = 2 \ell_1(f_2) \). Then additivity ensures that \( \tau_2(\ell_2) = 2 \tau_1(\ell_2) \). That is, \( \tau_1(\ell_2^{T}) = 2 \tau_2(\ell_2^{T}) \). Since this must hold for any \( \alpha, \lambda \), it implies either that \( \tau_1(\ell_1) \equiv 0 \), or that \( \tau_1(\ell_1) = \eta_1 f^{T}_1 \) for some \( \eta_1 > 0 \).

To find \( \eta_1 \), we need only substitute \( f^{T} \) into \( \tau_1(\ell_1^{T}) = \tau_2(\ell_2^{T}) \) and solve, yielding \( \eta_1 \lambda = \eta_2 \). Due to the fact that \( \eta_1 \) cannot be a function of \( \lambda \), the above is only satisfied when all tolling functions are given by \( K\alpha e(f_3)^d \) for some \( K \geq 0 \). 

Proofs for Theorem 2

Next, Lemma 2.1 shows that Nash flows on parallel networks behave very nicely under the influence of \( T^{\text{gus}} \). Specifically, Lemma 2.1 proves that the worst-case total latency on...
a parallel network with $T^{\text{gmc}}$ is realized by a low-sensitivity homogeneous population.

**Lemma 2.1.** Let $s^L$ denote a homogeneous population in which every user has sensitivity $S^L \geq 0$, and denote by $T^{\text{gmc}}$ a taxation mechanism satisfying the conditions of Lemma 1.1. For any symmetric parallel network $G \in G^{\text{sp}}$ and any heterogeneous population $s$ in which every user has a sensitivity no less than $S^L$, $$L^{nf}(G, s^L, T^{\text{gmc}}) \geq L^{nf}(G, s, T^{\text{gmc}}).$$ (21)

*Proof.* For every user $x$, $T^{\text{gmc}}$ induces cost functions of the form

$$J^x_e(f_e) = (1 + s_x \kappa_1) \ell_x(f_e) + s_x \kappa_2 f_e \ell_x'(f_e).$$ (22)

Since we can scale these costs functions by any user-specific positive scalar without changing the underlying Nash flows, these cost functions are equivalent to the following:

$$J^x_e(f_e) = \ell_x(f_e) + \frac{s_x \kappa_2}{1 + s_x \kappa_1} f_e \ell_x'(f_e).$$ (23)

Given the conditions $\kappa_2 \geq 0$ and $\kappa_1 \geq \kappa_2 - 1/S^L$, the expression $\frac{s_x \kappa_2}{1 + s_x \kappa_1} \in [0, 1]$ and is monotone increasing in $s_x$. Thus, analysis can be simplified by assuming that $\kappa_1 = 0$, $\kappa_2 = 1$ and cost functions are simply given by

$$J^x_e(f_e) = \ell_x(f_e) + s_x f_e \ell_x'(f_e),$$ (24)

where $s_x \in [0, 1]$ for all $x$.

For convenience, we write $\ell^*_e(f_e) \triangleq f_e \ell_x'(f_e)$. When describing the cost experienced by a particular agent whose sensitivity is $s \in \mathbb{R}_+$, we write

$$\ell^*_e(f_e) \triangleq \ell_x(f_e) + s \ell_x^*(f_e),$$ (25)

and we write $\ell^{\text{mc}}_e(f_e) \triangleq \ell^*_x(f_e)$ to denote the marginal-cost function associated with edge $e$. The following claim gives important information about the structure of Nash flows induced by $T^{\text{gmc}}$.

**Claim 2.2.** If $f^{nf}$ is a Nash flow on $G \in G^{\text{sp}}$ for population $s$ under the influence of $T^{\text{gmc}}$, the following facts hold for any two paths satisfying $\ell_i(0) \leq \ell_j(0), f^{nf}_j > 0$, and where a user $x$ is on $p_i$ and user $y$ on $p_j$:

1. $\ell^{\text{mc}}_x(f^{nf}) \geq \ell^{\text{mc}}_y(f^{nf})$
2. $s_x \leq s_y$.

When $\ell_i(0) < \ell_j(0)$, inequality (1) is strict.

*Proof.* Order the paths so that $\ell_i(0) \leq \ell_{i+1}(0)$ for all $i < n$, and take two paths $p_i$ and $p_{i+1}$ such that $f^{nf}_i > 0$ and $f^{nf}_{i+1} > 0$. Because this is a Nash flow, any agent using path $p_{i+1}$ experiences a (weakly) lower cost than he would on path $p_i$, or

$$\ell_i(f_i) + s_y \ell^*_i(f_i) \geq \ell_{i+1}(f_{i+1}) + s_y \ell^*_i(f_{i+1}).$$ (26)

Any latency function can be uniquely decomposed into its zero-flow latency and its flow-varying part in the following way:

$$\ell(f) = \tilde{\ell}(f) + \ell(0).$$ (27)

It is always true that $f \ell^*_i(f) = f \ell'_i(f)$, so (26) and $\ell_{i+1}(0) - \ell_i(0) \geq 0$ imply that

$$s_y \left( \ell^*_i(f_i) - \ell^*_{i+1}(f_{i+1}) \right) \geq \tilde{\ell}_{i+1}(f_{i+1}) - \tilde{\ell}_i(f_i).$$ (28)

In the same Nash flow, consider some user $x$ using path $p_i$. For this user, a similar argument shows that

$$s_x \left( \ell^*_i(f_i) - \ell^*_{i+1}(f_{i+1}) \right) \leq \tilde{\ell}_{i+1}(f_{i+1}) - \tilde{\ell}_i(f_i).$$ (29)

Combining (28) and (29) yields

$$0 \leq (s_y - s_x) \left( \ell^*_i(f_i) - \ell^*_{i+1}(f_{i+1}) \right),$$ (30)

meaning that $s_y \geq s_x$ implies that $\ell^*_i(f_i) \geq \ell^*_{i+1}(f_{i+1})$. That is, higher-sensitivity agents use higher-index paths (paths with higher zero-flow latencies), proving item (2).

This means that for each pair of paths, if we define $s_i$ as the number satisfying

$$\ell_i(f_i) + s_i \ell^*_i(f_i) = \ell_{i+1}(f_{i+1}) + s_i \ell^*_{i+1}(f_{i+1}),$$ (31)

it will be the case that each $s_i \leq s_{i+1}$ and that $s_i \leq 1$.

Finally, it follows from $\ell^*_i(f_i) \geq \ell^*_{i+1}(f_{i+1})$ (and (31)) that for any $s_1 < 1$, we have $\ell_i(f_i) + s_i \ell^*_i(f_i) > \ell_{i+1}(f_{i+1}) + s_i \ell^*_{i+1}(f_{i+1})$, proving item (1).

The basic proof approach is to exploit this ordering of marginal costs, and show that reducing agents’ sensitivities (thereby making the population “more homogeneous”) shifts agents from low marginal-cost paths to high marginal-cost paths, increasing the total latency. Formally, we define a mapping $\Sigma : [0, 1] \times \delta \rightarrow \delta$. For any starting population $s^0$ and any $\alpha$, we will define $\Sigma(\alpha; s^0)$ as a right-shift of $s^0$ by $\alpha$ units. The sensitivity of user $x$ in population $\Sigma(\alpha; s^0)$ is given by

$$\Sigma(\alpha; s^0)_x = \begin{cases} s^0(0) & \text{if } x \leq \alpha \\ s^0(x - \alpha) & \text{if } x > \alpha. \end{cases}$$ (32)

Because $s$ is defined to be an increasing function, this is equivalent to converting a mass of $\alpha$ of the most-sensitive users to a mass $\alpha$ of the least-sensitive users.

Claim 2.2 allows us to assume without loss of generality that any user population $s$ has a finite number of sensitivity types; to see this, simply note that if users with distinct sensitivities are using the same path in a Nash flow, one sensitivity may be exchanged for the other without perturbing either agent’s preferences. To be precise, given a Nash flow $f^{nf}$, we will assume for each path $p_i \in \mathcal{P} \setminus \mathcal{P}_1$, each user has the minimally-indifferent sensitivity which satisfies (31).

For notational brevity, we will typically write $f^{nf}(\alpha)$ to represent $f^{nf}(\Sigma(\alpha; s^0))$. Our central goal will be to characterize the effect of marginal increases in $\alpha$ on the Nash flow. We express this marginal effect as $\frac{\partial}{\partial \alpha} f^{nf}(\alpha)$.

The following definition will be helpful in the proof:

**Definition 1.** In a Nash flow $f^{nf}$, paths $p_i$ and $p_j$ with $i < j$ are said to be strategically coupled if $s_i$ satisfies $\ell^*_i(f^{nf}_i) = \ell^*_j(f^{nf}_j)$. That is, agents on the lower-order path are indifferent between the two paths. We write $\mathcal{P}_i(f^{nf})$ to denote the set of paths that are strategically coupled to path $p_i$ in $f^{nf}$.

First, we show that the primary effect of an increase in $\alpha$ is to shift traffic from $\mathcal{P}_n$ to $\mathcal{P}_1$.

**Claim 2.3.** For every path $p_i \in \mathcal{P}_1$, $\frac{\partial}{\partial \alpha} f^{nf}_i(\alpha) \geq 0$. For every path $p_j \in \mathcal{P}_n$, $\frac{\partial}{\partial \alpha} f^{nf}_j(\alpha) \leq 0$. 4
Proof. Let \( s_1 \) denote the sensitivity of agents using \( p_1 \) in \( f^{\text{nf}} \). Increasing \( \alpha \) changes the sensitivity of a small fraction of high-sensitivity users to \( s_1 \). By Definition 1 and Claim 2.2, these users strictly prefer the paths in \( P_1 \) to any other paths, so a marginal increase in \( \alpha \) induces a marginal increase in flow on \( P_1 \). That is, at least one path in \( p_i \in P_1 \) has \( \frac{\partial}{\partial \alpha} f^{\text{nf}}(\alpha) > 0 \). An implication of Claim 2.2 is that all paths in \( P_1 \) have strictly flow-varying cost functions, so an increase on flow on \( p_i \) induces an increase in flow on all paths in \( P_1 \), proving the first statement.

Next, let \( s_n \) denote the sensitivity of agents using \( p_n \) in \( f^{\text{nf}} \); Definition 1 and Claim 2.2 shows that these agents weakly prefer \( P_n \). Increasing \( \alpha \) shifts some of these users to \( P_1 \), so at least one path in \( p_i \in P_n \) has \( \frac{\partial}{\partial \alpha} f^{\text{nf}}(\alpha) < 0 \). If \( P_n \) contains a path with a path with a constant latency function, then this is the path which the flow leaves; otherwise, the flow would deviate to a non-Nash flow. On the other hand, if all paths in \( P_n \) are strictly flow-varying, then every path flow in \( P_n \) must decrease, proving the second statement. \( \square \)

Claim 2.4. For any \( \alpha \), if \( p_j \notin P_1(\alpha) \) and \( p_j \notin P_n(\alpha) \), it holds that \( \frac{\partial}{\partial \alpha} f_j^{\text{nf}}(\alpha) = 0 \).

Proof. First, let \( p_1 \) be the lowest-index path such that \( p_i \notin P_1(\alpha) \) (that is, \( p_{i-1} \in P_1(\alpha) \)). Definition 1 means that for any \( p_j \in P_1(\alpha) \), \( \ell_j^{\text{nf}}(f_j) < \ell_j^{\text{nf}}(f_i) \). Since the inequality is strict, the fact from Claim 2.3 that \( \frac{\partial}{\partial \alpha} f_j^{\text{nf}}(\alpha) \geq 0 \) means that marginally no agent on \( P_1 \) will switch to \( p_j \).

However, since \( f_j^{\text{nf}}(\alpha) \) is a Nash flow, it is true that \( \ell_j^{\text{nf}}(f_j) \geq \ell_j^{\text{nf}}(f_i) \). Here, \( \frac{\partial}{\partial \alpha} f_j^{\text{nf}}(\alpha) \geq 0 \) implies that \( \ell_j^{\text{nf}}(f_j) \) can only increase, so no agent on \( P_1 \) will be incentivized to switch to any path in \( P_1 \). Thus, the flow on \( p_i \) is not influenced by the changes in flow on any lower-index path; if its flow changes, the influence must come from a higher-index path.

Now, let \( p_1 \) be the highest-index path such that \( p_i \notin P_n(\alpha) \) (that is, \( p_{i+1} \in P_n(\alpha) \)). Definition 1 means that for any \( p_j \in P_n(\alpha) \), \( \ell_j^{\text{nf}}(f_j) < \ell_j^{\text{nf}}(f_i) \). Since the inequality is strict, the fact that \( \frac{\partial}{\partial \alpha} f_j^{\text{nf}}(\alpha) \leq 0 \) means that (marginally) no agent on \( P_i \) will be incentivized to switch to any path in \( P_n \). However, since \( f_j^{\text{nf}}(\alpha) \) is a Nash flow, it is true that \( \ell_j^{\text{nf}}(f_j) \leq \ell_j^{\text{nf}}(f_i) \). Here, \( \frac{\partial}{\partial \alpha} f_j^{\text{nf}}(\alpha) \leq 0 \) implies that \( \ell_j^{\text{nf}}(f_j) \) can only decrease, so no agent on any path in \( P_n \) will be incentivized to switch to \( p_j \). Thus, the flow on \( p_i \) is not influenced by the changes in flow on any higher-index path.

This argument may then be repeated with all remaining paths that are not in \( P_1 \) or \( P_n \) to show that the only path flows that may change in response to \( \alpha \) are those in \( P_1 \) and \( P_n \), obtaining the proof of the proposition. \( \square \)

Proof of Lemma 2.1: We can now quantify the effect of an increase in \( \alpha \) on total latency. In the following, \( \nabla f L(f) \) represents the gradient vector of \( L \) with respect to flow \( f \) given by \( \{ f_{p_i} \}_{i \in P} \), which by Claim 2.2 is ordered descending. Let \( p_i \) be the highest-index path in \( P_1 \), and \( p_k \) be the lowest-index path in \( P_n \),

\[
\frac{\partial}{\partial \alpha} L \left( f^{\text{nf}}(\alpha) \right) = \nabla f L \left( f^{\text{nf}}(\alpha) \right) \cdot \frac{\partial}{\partial \alpha} f^{\text{nf}}(\alpha)
\]

\[
\sum_{i \in P_1 \cup P_n} \ell^{\text{mc}}_i \left( f^{\text{nf}}(\alpha) \right) \frac{\partial}{\partial \alpha} f^{\text{nf}}(\alpha)
\]

\[\geq \left[ \ell^{\text{mc}}_j \left( f^{\text{nf}}(\alpha) \right) - \ell^{\text{mc}}_i \left( f^{\text{nf}}(\alpha) \right) \right] \geq 0.
\]

Since at every Nash flow \( f^{\text{nf}}(\alpha) \) it is true that \( \frac{\partial}{\partial \alpha} L \left( f^{\text{nf}}(\alpha) \right) \geq 0 \), the definition of \( \Sigma(\alpha, s_0) \) implies that for any initial sensitivity distribution \( s_0 \),

\[
L \left( f^{\text{nf}}(\Sigma(1, s_0)) \right) \geq L \left( f^{\text{nf}}(\Sigma(0, s_0)) \right),
\]

or that \( L^{\text{nf}}(G, s^{l_1}, T^{\text{gmc}}) \geq L^{\text{nf}}(G, s, T^{\text{gmc}}). \)

\( \square \)

Proof of Theorem 2: Let \( G \in G_p \) be a parallel network, \( s \) be any arbitrary sensitivity distribution, \( s^l \) be a homogeneous population in which all users have sensitivity \( S_L \), and let taxation mechanism \( T^{\text{gmc}} \) satisfy (15). Lemma 2.1 ensures

\[
L^{\text{nf}}(G, s^{l_1}, T^{\text{gmc}}) \geq L^{\text{nf}}(G, s, T^{\text{gmc}}).
\]

Let \( s^0 \) denote a totally-insensitive homogeneous population; that is, all agents have sensitivity 0. Note that \( s^0 \) itself is a low-sensitivity homogeneous population and that \( s \) is a population in which all users have sensitivity no less than 0; thus, we may simply apply Lemma 2.1 a second time to obtain

\[
L^{\text{nf}}(G, s^0, T^{\text{gmc}}) \geq L^{\text{nf}}(G, s, T^{\text{gmc}}).
\]

The left-hand side of (35) is simply the un-tolled total latency on \( G \), so combining inequalities (34) and (35), we obtain

\[
L^{\text{nf}}(G, \emptyset) \geq L^{\text{nf}}(G, s, T^{\text{gmc}}).
\]

Since \( G \) and \( s \) were arbitrary, this implies that \( T^{\text{gmc}} \) has perversity index of 1 on \( G_p \).

\( \square \)

Proof of Theorem 3: Let \( \beta(s, (\kappa_1, \kappa_2)) := \frac{\kappa_2 s}{1 + \kappa_1 s} \). The constraints on \( \kappa_1, \kappa_2 \) specified in Theorem 2 imply that for all \( s \in [S_L, S_U] \), \( \beta(s, (\kappa_1, \kappa_2)) \in [0, 1] \). Lemma 2.1 implies that on any \( G \in G^\text{np} \), worst-case routing is achieved by a homogeneous population with \( s = S_L \). Thus, the price of anarchy for heterogeneous populations is equal to that given by Lemma 5.5 for \( \beta = 1 \), proving the theorem. \( \square \)

Proofs for Theorem 5

In the following, we frequently refer to the quantity

\[
\beta(s, (\kappa_1, \kappa_2)) := \frac{\kappa_2 s}{1 + \kappa_1 s},
\]

since under the influence of \( T(\kappa_1, \kappa_2) \), a user with sensitivity \( s \) experiences a cost on edge \( e \) equivalent to

\[
\ell_e(f_e) + \beta(s(\kappa_1, \kappa_2)) f_e \ell_e.
\]

That is, \( \beta(s, (\kappa_1, \kappa_2)) \) indicates users’ induced sensitivity to their marginal effect on others: when \( \beta = 1 \), users interpret their marginal effect on others correctly, as though they were being charged perfect marginal-cost tolls. When \( \beta < 1 \), users are overly delay-sensitive; when \( \beta > 1 \), users are not delay-sensitive enough. Note that the non-pervasive tolls defined in Theorem 2 are crafted to guarantee that every user has \( \beta \leq 1 \).
First, we present the following lemma, which is adapted from [24, Propositions 7.6, 7.7], giving the price of anarchy for known-sensitivity homogeneous population for fixed $\kappa_1, \kappa_2$:

**Lemma 5.5 (Meir and Parke, 2015 [24])**. Let $G_d$ be the class of routing problems with polynomial latency functions of degree no more than $d \geq 1$, and let $G$ denote the class of all routing problems with polynomial latency functions. In the following, let $\kappa := (\kappa_1, \kappa_2)$ and let $\beta(s, \kappa) := \frac{\kappa}{1 + \kappa_1 s} \geq 0$. Then the price of anarchy resulting from $T(\kappa_1, \kappa_2)$ for a homogeneous population with sensitivity $s$ is

$$\text{PoA}(G_d, s, \kappa) = \begin{cases} 
\frac{1}{1 + d \beta(s, \kappa) - d \left(1 + d \beta(s, \kappa) \right)^{d+1} + \frac{\kappa s}{1 + \kappa_1 s}} & \text{if } \beta(s, \kappa) \leq 1, \\
\beta(s, \kappa) - d \left(1 + d \beta(s, \kappa) \right)^{d+1} & \text{if } \beta(s, \kappa) > 1.
\end{cases}$$

(39)

Lemma 5.5 is a consequence of [24, Propositions 7.6, 7.7], since for a homogeneous population with sensitivity $s$, setting taxation functions equal to $\tau_c(f_e) = \kappa_1 u_e(f_e) + \kappa_2 e_u^t(f_e)$ induces the same subjective costs as charging marginal-cost taxes $\beta(s, \kappa)$ to a homogeneous population with sensitivity $\beta(s, \kappa) := \frac{\kappa}{1 + \kappa_1 s}$. Given this expression, we are ready to present the theorem:

**Lemma 5.6**. Let $G_d^{\text{exp}}$ denote the class of routing problems with symmetric parallel networks and polynomial latency functions of degree no more than $d \geq 1$. Given $\kappa_2 > 0$, when $\kappa_1 \in (-1/S_U, 2 - 1/S_L)$, the homogeneous perversity index of $T(\kappa_1, \kappa_2)$ is greater than 1 and equal to the price of anarchy experienced by a population with sensitivity $S_U$:

$$\text{PoA}(G_d^{\text{exp}}, s, \kappa_1, \kappa_2) = \text{PoA}(G_d, S_U, (\kappa_1, \kappa_2)).$$

(40)

**Proof of Lemma 5.6**: Let $\beta(s) := \frac{\kappa s}{1 + \kappa_1 s}$. It is a consequence of Lemma 2.1 that the perversity index can never be greater than 1 due to a population with $\beta(s) \leq 1$. When $\beta(s) > 1$, note that it is increasing in $s$ whenever $\kappa_2 > 0$ and $\kappa_1 \sim -1/S_U$; this implies that the price of anarchy due to a population with $\beta(s) > 1$ is achieved by one with $s = S_U$. The lemma is proved if it can be shown that there is a perverse flow for this population whose perversity equals the corresponding price of anarchy. Accordingly, let $\beta := \frac{\kappa_2 s}{1 + \kappa_1 s} > 1$. Consider the network in Figure 3(c) with $r = 1$ and $\alpha = \frac{(\beta + 1)d}{(1 + d)(\beta + 1)^d}$; this network is borrowed from [24]. The optimal and uninfluenced Nash flow on this network has $f_1 = 1$, but the tolled Nash flow for a population with sensitivity $S_U$ has a vastly increased total latency which achieves the $\beta > 1$ PoA bound given in (39). Thus, the Lemma is proved.

**Proof of Theorem 5**: The restriction to homogeneous populations here allows us to apply Lemma 5.5 directly, and leverage its monotonicity properties to obtain the result. Consider the expressions given by (39) as a function of $\beta(s, \kappa)$. The price of anarchy as a function of $\beta$ is bowl-shaped: when $\beta(s, \kappa) < 1$, the price of anarchy is strictly decreasing in $\beta(s, \kappa)$, when $\beta(s, \kappa) > 1$, the price of anarchy is strictly increasing in $\beta(s, \kappa)$, and when $\beta(s, \kappa) = 1$, the price of anarchy is equal to 1. Thus, minimizing the price of anarchy reduces to choosing $\kappa_1$ and $\kappa_2$ such that for all $s \in [S_L, S_U]$, $\beta(s, \kappa)$ takes values as “close” to 1 as possible, where this closeness is measured by the expressions in (39). Furthermore, when $\kappa_1 > -1/S_U$ and $\kappa_2 \geq 0$, the monotonicity of $\beta(s, \kappa)$ ensures that the price of anarchy is achieved by an extreme sensitivity population with $s \in \{S_L, S_U\}$.

For any fixed $\kappa_2 > 0$ and fixed $s \in [S_L, S_U]$, $\beta(s, \kappa)$ is decreasing in $\kappa_1$ whenever $\kappa_1 > -1/S_U$; also, when $\kappa_1 = \kappa_2 - 1/s$, we have $\beta(s, \kappa_1) = 1$ (thus, the PoA for that $s$ is 1). Combined with the above, this means the price of anarchy is minimized in $\kappa_1$ on the interval $I := \max\{-1/S_U, \kappa_2 - 1/S_L\}, \kappa_2 - 1/S_U$.

Accordingly, for any $\kappa_2 > 0$ and $\kappa_1 \in I$, it holds that

$$\beta(S_U, (\kappa_1, \kappa_2)) < \beta(S_L, (\kappa_1 + \delta, \kappa_2 + \delta)),$$

and

$$\beta(S_U, (\kappa_1, \kappa_2)) > \beta(S_L, (\kappa_1 + \delta, \kappa_2 + \delta)),$$

That is, when $\kappa_1 \in I$, the price of anarchy can be decreased by adding $\delta$ to both $\kappa_1$ and $\kappa_2$, showing that $\kappa_1^* = M$.

Finally, given that $\kappa_2^* = M$ and $\kappa_1 \in I$, note that $\text{PoA}(G_d, S_L, (\kappa_1, \kappa_2^*))$ is strictly increasing in $\kappa_1$, that $\text{PoA}(G_d, S_L, (\kappa_1^*, \kappa_2^*))$ is strictly decreasing in $\kappa_1$, and both are continuous for all $\kappa_1$. This guarantees that the PoA-minimizing $\kappa_1^*$ must lie on the interval $(-1/S_U, M - 1/S_U)$, and (19) is an immediate consequence of Lemma 5.6. □