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Abstract—In modern distributed computing systems, unpredictable and unreliable infrastructures result in high variability of computing resources. Meanwhile, there is significantly increasing demand for timely and event-driven services with deadline constraints. Motivated by measurements over Amazon EC2 clusters, we consider a two-state Markov model for variability of computing speed in cloud networks. In this model, each worker can be either in a good state or a bad state in terms of the computation speed, and the transition between these states is modeled as a Markov chain which is unknown to the scheduler. We then consider a Coded Computing framework, in which the data is possibly encoded and stored at the worker nodes in order to provide robustness against nodes that may be in a bad state. Our goal is to design the optimal computation-load allocation strategy that maximizes the timely computation throughput (i.e., the average number of computation tasks accomplished before their deadline). Our main result is the development of a dynamic computation strategy called Estimate-and-Allocate (EA) strategy, which achieves the optimal timely computation throughput. Compared with the static allocation strategy, EA improves the timely computation throughput by $1.44 \times \sim 4.6 \times$ in experiments over Amazon EC2 clusters.

I. INTRODUCTION

Large-scale distributed computing systems can substantially suffer from unpredictable and unreliable computing infrastructure which can result in high variability of computing resources, i.e., speed of the computing resources vary over time. The speed variation has several causes including hardware failure, co-location of computation tasks, communication bottlenecks, etc. [1] This variability is further amplified in computing clusters, such as Amazon EC2, due to the utilization of credit-based computing policy, in which the most commonly used T2 and T3 instances can operate significantly above a baseline level of CPU performance (approximately 10 times faster as shown in Fig. 1) by consuming CPU credits that are allocated periodically to the nodes. At the same time, there is a significant increase in utilizing the cloud for event-driven and time-sensitive computations (e.g., IoT applications and cognitive services), in which the users increasingly demand timely services with deadline constraints, i.e., computations of requests have to be finished within specified deadlines.

Our goal in this paper is to study the problem of computation allocation over cloud networks with particular focus on variability of computing resources and timely computation tasks. From the measurements of nodes’ computation speeds over Amazon EC2 clusters, shown in Fig. 1, we observe that when a node is slow (fast), it is more likely that it continues to be slow (fast) in the following rounds of computation, which implies temporal correlation of computation speeds. Thus, to capture this phenomenon, we consider a two-state Markov model for variability of computing speed in cloud networks. In this model, each worker can be either in a good state or a bad state in terms of the computation speed, and the transition between these states is modeled as a Markov chain which is unknown to the scheduler.

Furthermore, we consider a Coded Computing framework, in which the data is possibly encoded and stored at the worker nodes in order to provide robustness against workers that may be in a bad state. The key idea of coded computing is to encode the data and design each worker’s computation task such that the fastest responses of any $k$ workers out of total of $n$ workers suffice to complete the distributed computation, similar to classical coding theory where receiving any $k$ symbols out of $n$ transmitted symbols enables the receiver to decode the sent message.

We consider a dynamic computation model, where a sequence of matrix multiplications needs to be computed over the (encoded) data that is distributedly stored at the nodes. More precisely, in an online manner, timely computation requests with given deadlines are submitted to the system, i.e., each computation has to be finished within the given deadline. Our goal is to design the optimal computation-load allocation strategy that maximizes the timely computation throughput (i.e., the average number of computation tasks that are accomplished before their deadline).\(^1\)

One major challenge in this problem is the design of an adaptive computation load allocation strategy for the workers based on the history of previous computation times. In particular, the state of the nodes and the transition probabilities of the Markov model are unknown to the scheduler. Note that to find the optimal computation strategy, one has to solve a complex optimization which in general requires searching over all possible load allocations, even if the transition probabilities of the Markov model are known to the master. Thus, it’s not clear how one allocates the computation loads efficiently and what computation strategy is optimal, especially for the network with unknown Markov model.

\(^1\)Our metric of timely computation throughput is motivated by timely throughput metric, introduced in [2], which measures the average number of packets that are delivered by their deadline in a communication network.
As the main contributions of the paper, we propose a dynamic computation strategy called *Estimate-and-Allocate (EA)* strategy, and show that it achieves the optimal timely computation throughput. The EA strategy estimates the transition probabilities by observing the past events at each time step, and then assigns computation loads based on the estimated probabilities. Moreover, we show that finding the optimal load assignment using EA can be done efficiently instead of searching over all possible load allocations which is computationally infeasible to implement.

To prove the optimality of EA, we first provide an upper bound for the timely computation throughput by maximizing the success probability of each round when the transition probabilities are known to master. Then, we show that the success probability using EA converges to the optimal success probability. By the Strong Law of Large Numbers (SLLN), the Ergodic theorem and a coupling argument, we finally prove that timely computation throughput achieved by the EA strategy matches with the derived upper bound, i.e., EA is optimal. Finally, we show that compared to the static allocation strategy, EA increases the timely computation throughput by 1.44× ~ 4.6× in experiments over Amazon EC2 clusters.

Beyond matrix multiplications, we note that the proposed dynamic computation strategy can be generalized to the computation model of multivariate polynomial functions [3].

**Related Work:** There are two lines of work that are most related to this paper: coded computing and task scheduling.

Coded computing broadly refers to a family of techniques that utilize coding to inject computation redundancy in order to alleviate the various issues that arise in large-scale distributed computing. In the past few years, coded computing has a tremendous success in various problems, such as straggler mitigation and bandwidth reduction (e.g., [4]–[9]). Coded computing has also been expanded in various directions, such as heterogeneous networks (e.g., [10]), partial stragglers (e.g., [11]), secure and private computing (e.g., [12]) and distributed optimization (e.g., [13]). However, none of the prior works in this area have considered deadline in computations as well as a dynamic network/computation setting, which are the focuses of this paper.

Dynamic task scheduling problem has been widely studied in the literature, where jobs arrive to the network according to a stochastic process, and get scheduled dynamically over time. The primary goal of dynamic scheduling is to find a throughput-optimal scheduling policy, i.e. a policy that stabilizes the network, whenever it can be stabilized. For example, Max-Weight scheduling, first proposed in [14], is known to be throughput-optimal for wireless networks, flexible queueing networks [15], [16], data centers networks [17] and dispersed computing networks [18]. Moreover, there have been many works which focus on task scheduling problem with deadline constraints over cloud networks (e.g. [19]).

### II. System Model

#### A. Computation Model

We consider a distributed computing problem, in which computation requests are submitted to a distributed computing system in an online manner, and the computation is carried out in the system. In particular, there is a fixed deadline for each computation round, i.e., each computation has to be finished within the given deadline.

As shown in Fig. 2, the considered system is composed of a master and $n$ workers. There is a data matrix $X ∈ ℜ^{w×q}$ which is divided to $X_1, X_2, \ldots, X_k ∈ ℜ^{w×q}$. In each round $m$ (or time slot in a discrete-time system), a computation request with a matrix $Y_m ∈ ℜ^{q×t}$ is submitted to the system. We denote by $d$ the deadline of each computation request which is smaller than or equal to the duration of each round. In such distributed computing system, we are interested in computing the matrix multiplications $X_1Y_m, X_2Y_m, \ldots, X_kY_m$ in each round $m$ by the deadline $d$.

Prior to the computation, the master first encodes the dataset $X_1, X_2, \ldots, X_k$ to $\tilde{X}_1, \tilde{X}_2, \ldots, \tilde{X}_n$ using an $(n, k)$ MDS code. Each worker $i$ stores encoded data $\tilde{X}_i$ locally. In each round $m$, each worker $i$ computes matrix multiplication of certain rows of $\tilde{X}_i$ and $Y_m$, which is determined by the master.

Given a matrix $Y_m$ in round $m$, the master assigns the computations to each worker. More specifically, we denote $r_m = (r_{m,1}, r_{m,2}, \ldots, r_{m,n})$ as the starting point vector, in which $r_{m,i}$ denotes the starting row of computation for worker $i$ in round $m$. Also, we denote $\ell_m = (\ell_{m,1}, \ell_{m,2}, \ldots, \ell_{m,n})$ as the load allocation vector, in which $\ell_{m,i}$ denotes the number of rows to be assigned to worker $i$ in round $m$. Each worker $i$ computes matrix multiplication of sub-matrix $[\tilde{X}_i]_{r_{m,1}:r_{m,i}+\ell_{m,i}-1}$ and $Y_m$, where $[A][i,j]$ denotes the sub-matrix of $A$ which consists of row vectors with indices $\ell$ (mod $\frac{w}{t}$), $\forall i ≤ \ell ≤ j$. Each worker returns the results back to the master upon the completion of all assigned computations. Note that we index the rows of matrix $\tilde{X}_i$ from 0.

The master aggregates the results from the workers until it receives a *decodable* set of local computations. We say a set of computations is decodable if $X_1Y_m, X_2Y_m, \ldots, X_kY_m$ can be obtained by computing decoding functions over the received
results. Due to utilizing an MDS code, the master can recover $X_1Y_m, X_2Y_m, \ldots, X_kY_m$ if and only if the master receives at least $k$ out of total of $n$ results for each corresponding row of $X_1Y_m, X_2Y_m, \ldots, X_nY_m$. In each round, the goal of the master is to receive a decodable set of computations within the given deadline $d$.

B. Network Model

Motivated by the measurements over Amazon EC2 clusters, shown in Fig. 1, we assume that each worker has two different states for computing, good state and bad state. We denote $\mu_g$ as the computing speed (vector-matrix multiplications per second) in the good state, and denote $\mu_b$ as the computing speed in the bad state. Note that given a worker’s state, its computation time (per vector-matrix multiplication) is deterministic. We denote $\mu_{m,i}$ as computing speed of worker $i$ in round $m$. And, we denote $\bar{\mu}_m = (\mu_{m,1}, \mu_{m,2}, \ldots, \mu_{m,n})$ as the computing speed vector in round $m$. For each worker $i$, we model the state transitions as a stationary Markov process $S_i[1], S_i[2], \ldots$ with the transition matrix defined as follows:

$$P_i = \begin{bmatrix} p_{g-g,i} & 1 - p_{g-g,i} \\ 1 - p_{b-b,i} & p_{b-b,i} \end{bmatrix} \quad (1)$$

where $p_{g-g,i}$ is the transition probability of worker $i$ going to the good state from the good state, and $p_{b-b,i}$ is the transition probability of worker $i$ going to the bad state from the bad state. We assume that the Markov processes of different workers are mutually independent. Prior to the computation, we assume the initial state of worker $i$ is given by the stationary distribution of Markov chain $(S_i[1], S_i[2], \ldots)$. We assume that the transition probabilities and current state of each worker are unknown to the master before the master assigns the computations to each worker.

C. Problem Formulation

Given the computation deadline $d$, we denote $N_m(d)$ as an indicator representing whether the computation is finished by deadline $d$, i.e., $N_m(d) = 1$ if the computation is finished by time $d$ in round $m$, and $N_m(d) = 0$ otherwise. We denote $\eta = \{ (\bar{r}_m, \bar{\mu}_m) \}_{m=1}^{\infty}$ as the computation strategy.

**Definition 1** (Timely Computation Throughput). Given the computation deadline $d$, using computation strategy $\eta$, the timely computation throughput, denoted by $R(d, \eta)$, is defined as follows:

$$R(d, \eta) = \lim_{M \to \infty} \frac{\sum_{m=1}^{M} N_m(d)}{M}. \quad (2)$$

Based on the above definitions, our problem is now formulated as the following.

**Problem.** Consider a distributed computing system consisting of computation and network models as defined in Subsections II-A and II-B. Our goal is to find an optimal computation strategy achieving optimal timely computation throughput, denoted by $R^*(d)$ which is defined as follows:

$$R^*(d) = \sup_{\eta} R(d, \eta) \quad (3)$$

As the main contributions of this paper, the problem is completely solved by a computation strategy proposed in Section III. We provide the proof of optimality of the proposed computation strategy in Section IV.

III. ESTIMATE-AND-ALLOCATE (EA) STRATEGY

In this section, we propose a dynamic computation strategy called Estimate-and-Allocate (EA) strategy, which allocates loads to the workers adaptively by observing the history of computation times. In each round, the EA strategy first assigns computation loads by maximizing the estimated success probability based on the estimated transition probabilities of the underlying Markov chain (and based on that the previous state of the workers). After receiving the results, the EA strategy updates the estimated transition probabilities by observing the computation times in the past events.

Before introducing EA, we first define the following terms. For each worker $i$, we denote $C_{g-g,i}(m)$ as the number of times that event "good state to good state" happened up to round $m$. Similarly, $C_{g-b,i}(m)$, $C_{b-g,i}(m)$ and $C_{b-b,i}(m)$ are for events "good state to bad state", "bad state to good state" and "bad state to bad state" respectively. For worker $i$, we denote $\hat{p}_g(m)$ and $\hat{p}_b(m)$ as the estimated transition probabilities after the first $m - 1$ rounds of computations. Also, we denote $\hat{p}_{g,t}(m)$ and $\hat{p}_{b,t}(m)$ as the estimated probabilities being in the good state and the bad state in round $m$ respectively. Without loss of generality, we assume that $\hat{p}_{g,1}(m) \geq \hat{p}_{g,2}(m) \geq \cdots \geq \hat{p}_{g,n}(m)$. We also define

$$\ell_b \triangleq \mu_b d, \quad \ell_g \triangleq \min(\mu_g d, \frac{w}{k}). \quad (4)$$

Note that we only consider the case: $w \geq n\mu_b d$, otherwise the computation can be always finished in time $d$ which is trivial.

In each round $m$, EA has the following 4 phases:

1. **Load Assignment Phase:** The master maximizes the estimated success probability in round $m$ based on the the estimated probabilities $\hat{p}_{g,i}(m)$ and $\hat{p}_{b,i}(m)$. To do so, the master finds $i^*_m \ (1 \leq i^*_m \leq n)$ maximizing the estimated success probability function $\hat{P}_m(\hat{\ell})$ defined as follows:

$$\hat{P}_m(\hat{\ell}) = 0 \quad \text{if } \ell > \hat{r}_m (n - i^*_m) \ell_b, \quad (5)$$

otherwise

$$\hat{P}_m(\hat{\ell}) = \sum_{i=1}^{i^*_m} \sum_{\ell \in G} \prod_{g \in G} \hat{p}_{g,i}(m) \prod_{b \in G \setminus G} \hat{p}_{b,i}(m) \quad (6)$$

where $v(\hat{\ell}) \triangleq \hat{r}_m - k - \frac{1}{\ell} \{ \hat{r}_m (n - i^*_m) \ell_b \}$ is the minimum number of workers which compute $\ell_b$ rows have to be in the good state such that the computation is finished by deadline $d$. Thus, $i^*_m = \arg \max \hat{P}_m(\hat{\ell})$. The master does assignment by using the load allocation vector $\hat{r}_m$ defined as:

$$\ell_{m,i} = \begin{cases} \ell_g, & \text{if } 1 \leq i \leq i^*_m, \\ \ell_b, & \text{otherwise}; \end{cases} \quad (7)$$

and the starting point vector $\bar{r}_m$ defined as:

$$r_{m,i} = \begin{cases} 0, & \text{if } i = 1 \\ r_{m,i-1} + \ell_{m,i-1} \ell_b, & \text{if } 1 < i \leq n. \end{cases} \quad (8)$$

In load assignment phase, the idea is to select workers in the order of the estimated probability being in the good state, and assign more loads accordingly. Also, it is just a linear search in load assignment phase which is computationally efficient.
(2) Local Computation Phase: Within each round $m$, each worker $i$ receives a matrix $Y_{m}^{i}$ and the computation strategy $(r_{m,i}, \ell_{m,i})$ from the master. Then, each worker $i$ computes matrix multiplication of sub-matrix $[X_{i}|r_{m,i}, \ell_{m,i}, \ldots, 1]_{i}$ and $Y_{m}$. After the computation, each worker sends all the computation results back to the master upon its completion. 

(3) Aggregation and Observation Phase: Having received results from the fastest $n-t^{*}_{m}+v(i^{*}_{m})$ workers, the master recovers $X_{1}Y_{m}, X_{2}Y_{m}, \ldots, X_{k}Y_{m}$. By observing whether the results are sent back or not, the master checks which one of events "good state to good state", "good state to bad state", "bad state to good state" and "bad state to bad state" has happened in round $m$ for each worker $i$. Then, the master obtains $C_{g\rightarrow g,i}(m)$, $C_{g\rightarrow b,i}(m)$, $C_{b\rightarrow g,i}(m)$ and $C_{b\rightarrow b,i}(m)$. Note that the time that it takes for one worker's result to be completed and sent back to the master actually indicates the (previous) state of that worker, since the speeds are deterministic and the computation time in a good state is less than the computation time in a bad state.

(4) Update Phase: After aggregation and observation phase, the master updates the estimated transition probabilities $\hat{p}_{g\rightarrow g,i}(m+1)$ and $\hat{p}_{b\rightarrow b,i}(m+1)$ for the round $m+1$: 

$$\hat{p}_{g\rightarrow g,i}(m+1) = \frac{C_{g\rightarrow g,i}(m)}{C_{g\rightarrow g,i}(m)+C_{g\rightarrow b,i}(m)}$$

and 

$$\hat{p}_{b\rightarrow b,i}(m+1) = \frac{C_{b\rightarrow b,i}(m)}{C_{b\rightarrow g,i}(m)+C_{b\rightarrow b,i}(m)}.$$ 

The master updates the estimated probabilities $\hat{p}_{g,i}(m+1)$ and $\hat{p}_{b,i}(m+1)$: If worker $i$ was in good state in round $m$, $\hat{p}_{g,i}(m+1) = \hat{p}_{g\rightarrow g,i}(m+1)$, and otherwise, the computation goes to round $m+1$.

IV. OPTIMALITY OF EA

The following theorem shows the optimality of EA. 

**Theorem 1.** The proposed Estimate-and-Allocate (EA) strategy is optimal, i.e., 

$$R_{EA}(d) = R^*(d) \quad \text{almost surely},$$

where $R_{EA}(d)$ denotes the timely computation throughput using the EA strategy. 

The proof of Theorem 1 consists of 2 steps. In Step 1, we give an upper bound for the timely computation throughput by maximizing the success probability of each round when the Markov model is known to the master. Then in Step 2, we first show that the success probability using EA converges to the optimal success probability. By the Strong Law of Large Numbers (SLLN), the Ergodic theorem and a coupling argument, we prove that timely computation throughput achieved by the EA strategy matches with the derived upper bound. 

For Step 1, we consider one round of computation using the computation strategy $(\hat{r}, \hat{\ell})$. Without knowing $\hat{\mu}$, we denote $T(\hat{r}, \hat{\ell})$ as the random variable of finish time using the computation strategy $(\hat{r}, \hat{\ell})$. We define the success probability as the probability that the computation is finished in time $d$, i.e., $P(T(\hat{r}, \hat{\ell}) \leq d)$, according to the distribution of $\hat{\mu}$.

Given an arbitrary load allocation vector $\hat{\ell}$, we now propose a starting point vector $r^{*}(\hat{\ell})$ which is defined as follows:

$$r^{*}_i = \begin{cases} 
0 & \text{if } i = 1 \\
\frac{r^{*}_{i-1} + \ell_{i-1}}{\frac{w}{k}} & \text{if } 1 < i \leq n.
\end{cases} \quad (10)$$

To maximize the success probability by using the computation strategy $(r^{*}(\hat{\ell}), \hat{\ell})$, we now introduce an optimization problem called Load Allocation Problem defined as follows:

**Load Allocation Problem:**

Maximize $P(T(\hat{r}^{*}(\hat{\ell}), \hat{\ell}) \leq d)$ \quad (11) 

subject to $0 \leq \ell_i \leq \frac{w}{k}$, $\ell_i \in \mathbb{Z}$, $1 \leq i \leq n$. \quad (12)

Note that the load allocation problem can be solved efficiently by a linear search instead of doing combinatorial search over all possible allocations [20].

The following lemma shows that the computation strategy composed of the proposed starting point vector and the load allocation vector that is the solution of load allocation problem achieves the optimal timely computation throughput.

**Lemma 1.** Assume the Markov model of the network is known to the master. Let $\eta^* = \{(\hat{r}^{*}(\hat{\ell}_{m}), \hat{\ell}_{m})\}_{m=1}^{\infty}$ be the computation strategy where $\hat{\ell}_{m}$ is defined in (10) and $\{(\hat{r}^{*}_{m})\}_{m=1}^{\infty}$ is given by solving load allocation problem. Then, $\eta^*$ achieves the optimal timely computation throughput.

We prove Lemma 1 in [20]. Since the Markov model is unknown to the master in the original problem, the timely computation throughput achieved by $\eta^*$ gives us an upper bound. For Step 2, we first state the following lemma which is proved in [20].

**Lemma 2.** $P_{EA}(m)$ converges to $P^*(m)$ as $m$ goes to infinity, where $P^*(m)$ denotes the optimal success probability in round $m$ and $P_{EA}(m)$ denotes the success probability in round $m$ using the EA strategy.

We denote $N_{EA}^{m}(d)$ as the indicator representing whether the computation is finished by time $d$ in round $m$ using $\eta^*$. Then, $N_{EA}^{m}(d)$ is a Bernoulli process with parameter $P^*(m)$. We denote $N_{EA,m}(d)$ as the indicator representing whether the computation is finished by time $d$ in round $m$ using EA. Then, $N_{EA,m}(d)$ is a Bernoulli process with parameter $P_{EA}(m)$.

Now, we model the state of the whole system which includes all $n$ workers as a Markov chain. Since each worker has 2 states (good or bad), there are a total of $2^n$ different states of the system. Without loss of generality, we index the states of the system as $\{1, 2, \ldots, 2^n\}$. Since the transition matrix of this Markov chain has all the entries larger than 0, this Markov chain is irreducible. We denote $s(m)$ as the state of the system in round $m$. Also, $p^*_s$ is denoted as the success probability of state $s$ using the optimal computation strategy, i.e., $P^*(m) = p^*_s$ if $s(m) = s$. By SLLN and the Ergodic theorem, we have

$$R^*(d) = \lim_{M \to \infty} \frac{\sum_{m=1}^{M} N_{EA}^{m}(d)}{M} \quad (13)$$

$$= \lim_{M \to \infty} \sum_{s=1}^{2^n} \frac{\sum_{m \geq 1: s(m) = s} N_{EA}^{m}(d)}{V_s(M)} \frac{V_s(M)}{M} = \sum_{s=1}^{2^n} p^*_s \frac{1}{E_s[T_s]} \quad \text{a.s.},$$

where $V_s(m)$ is the number of visits to state $s$ up to round $m$ and $E_s[T_s]$ is the expected return time to state $s$.

By Lemma 2, for all $\epsilon > 0$, there exists $m(\epsilon)$ such that $P_{EA}(m) > P^*(m) - \epsilon$ for all $m > m(\epsilon)$. Let $\tilde{N}_{m}(d)$ be the independent Bernoulli process with parameter $P^*(m) - \epsilon$. We couple $N_{EA,m}(d)$ and $\tilde{N}_{m}(d)$ as follows. If $N_{EA,m}(d) = 0$,
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