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ABSTRACT 

The present-day revolution in deep learning was triggered not 

by any significant algorithm breakthrough, but by the use of more 

powerful GPU hardware [1]. Though this revolution has 

stimulated the development of even more powerful dedicated 

digital systems [2, 3], their speed and energy efficiency are still 

insufficient for ultrafast pattern classification and more ambitious 

cognitive tasks. The main reason is that the use of digital 

operations for the implementation of neuromorphic networks, 

with their high redundancy and noise/variability tolerance, is 

inherently unnatural. On the other hand, the network performance 

may be dramatically improved using mixed-signal integrated 

circuits, where the key inference-stage operation, the vector-by-

matrix multiplication, is implemented on the physical level by 

utilization of the fundamental Ohm and Kirchhoff laws [4-6].  

In our talk, we will discuss the recent progress of such analog 

and mixed-signal neuromorphic networks based on floating-gate 

memories and metal-oxide memristors. In our earlier work we 

have shown that a minor modification of a highly optimized 

embedded NOR flash memory [7-9] enabled a successful 

demonstration of the first medium-scale network for pattern 

classification [10, 11]. Remarkably for such a first attempt, still 

using the older, 180-nm technology, the experimentally measured 

time delay and energy dissipation (per one pattern classification) 

were below, respectively, 1 μs and 20 nJ [10], i.e. at least three 

orders of magnitude better than those reported for the best digital 

implementation of the same task, with a similar fidelity, using the 

28-nm IBM’s TrueNorth chip [12]. Experimental results for the 

chip-to-chip statistics, long-term drift, and temperature sensitivity 

showed no evident showstoppers on the way toward practical 

deep neuromorphic networks with unprecedented performance 

[11].  

Another way to further scaling down the mixed-signal 

neuromorphic networks is provided by novel nonvolatile two-

terminal devices - “memristors” [13], whose conductance G may 

be continuously adjusted by the application of short voltage pulses 

of higher (~1 V) amplitude. These devices have a very low chip 

footprint, which is determined only by the overlap area of the 

metallic electrodes, and may be scaled down below 10 nm without 

sacrificing their endurance, retention, and tuning accuracy. Our 

group has developed [13, 14] and then improved [15] a new 

technology of fabrication of these devices (so far, with the ~200 x 

200 nm2 area), sufficiently reproducible to demonstrate the first 

simple neuromorphic network providing pattern classification 

based on the most prospective, passive (0T1R) crossbar circuits. 

The passive memristive technology is also naturally suitable for 

the 3D integration, e.g. for monolithical back-end ntegration with 

CMOS circuits, and we have already made the first steps toward 

such 3D circuits [17, 18]. 

Our more recent work [19, 20] shows that the performance for 

vector-matrix multiplier based on nonvolatile memories may be 

further improved, potentially exceeding the Pop/J computing 

regime, using a better peripheral circuitry design and a more 

advanced memory technology. This, in turn, enables more than 

100x advantage in speed and an almost 10,000x advantage in 

energy efficiency over the state-of-the-art purely digital circuits 

for classification of large, complex patterns (Table 1). 
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